
Fax +41 61 306 12 34
E-Mail karger@karger.ch
www.karger.com

  

 J Mol Microbiol Biotechnol 2007;12:165–179 
 DOI: 10.1159/000099639 

 Large-Scale Comparative Genomic 
Analyses of Cytoplasmic Membrane 
Transport Systems in Prokaryotes 

 Qinghu Ren    Ian T. Paulsen 

 The Institute for Genomic Research,  Rockville, Md. , USA 

findings strongly suggest the correlation of transporter pro-
files to both evolutionary history and the overall physiology 
and lifestyles of the organisms. 

 Copyright © 2007 S. Karger AG, Basel 

 Introduction 

 Membrane transport systems are vital to every living 
organism. Transporters function in the acquisition of or-
ganic nutrients, maintenance of ion homeostasis, extru-
sion of toxic and waste compounds, environmental sens-
ing and cell communication, and other important cellu-
lar functions [Saier, 1999], therefore playing essential 
roles in life-endowing processes like metabolism, com-
munication, and reproduction. There has also been in-
creasing evidence suggesting the relevance of the compo-
sition of membrane transport systems to the general 
physiology and lifestyles of the organisms [Paulsen et al., 
1998, 2000; Ren and Paulsen, 2005].

  Various transport systems differ in their putative 
membrane topology, energy coupling mechanisms and 
substrate specificities [Saier, 2000]. The most commonly 
utilized energy sources to drive transport are adenosine 
triphosphate (ATP), phosphoenolpyruvate, or chemios-
motic energy in the form of sodium ion or proton elec-
trochemical gradients. Primary active transporters cou-
ple the transport process to a primary source of energy 
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 Abstract 
 The recent advancements in genome sequencing make it 
possible for the comparative analyses of essential cellular 
processes like transport in organisms across the three do-
mains of life. Membrane transporters play crucial roles in 
fundamental cellular processes and functions in prokaryotic 
systems. Between 3 and 16% of open reading frames in pro-
karyotic genomes were predicted to encode membrane 
transport proteins, emphasizing the importance of trans-
porters in their lifestyles. Hierarchical clustering of phyloge-
netic profiles of transporter families, which are derived from 
the presence or absence of a certain transporter family, 
showed distinct clustering patterns for obligate intracellular 
organisms, plant/soil-associated microbes and autotrophs. 
Obligate intracellular organisms possess the fewest types 
and number of transporters presumably due to their rela-
tively stable living environment, while plant/soil-associated 
organisms generally encode the largest variety and number 
of transporters. A group of autotrophs are clustered togeth-
er largely due to their absence of transporters for carbohy-
drate and organic nutrients and the presence of transporters 
for inorganic nutrients. Inside of each group, organisms are 
further clustered by their phylogenetic properties. These 
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(ATP hydrolysis), for example, the MalKGFE maltose 
transporter from  Escherichia coli  [Bohm et al., 2002; Boos 
and Shuman, 1998]. Secondary transporters utilize an 
ion or solute electrochemical gradient, such as the pro-
ton/sodium motive force, to drive the transport process, 
e.g.  E. coli  LacY lactose permease [Abramson et al., 2003; 
Newman et al., 1981; Viitanen et al., 1986]. Group trans-
locators transport and phosphorylate their substrates.  E. 
coli  MtlA mannitol PTS transporter phosphorylates ex-
ogenous mannitol using phosphoenolpyruvate as the 
phosphoryl donor and energy source and releases the 
phosphate ester, mannitol-1-P, into the cell cytoplasm 
[Elferink et al., 1990; Postma et al., 1993]. Compared to 
other transporter types, channels are unique in that they 
are energy-independent transporters that transport wa-
ter, specific types of ions or hydrophilic small molecules 
down a concentration or electrical gradient with higher 
rates of transport and lower stereospecificity, e.g.  E. coli  
GlpF glycerol channel [Sweet et al., 1990].

  Cytoplasmic membrane transporters typically consist 
of at least one membrane-localized protein component 
with multiple transmembrane-spanning  � -helical seg-
ments. This has led to membrane transport systems being 
difficult to study experimentally. The genomic/bioinfor-
matic analyses provide an attractive alternative to study 
membrane transporters [Ren et al., 2004]. As of today, 
over 400 prokaryotic genomes have been sequenced and 
deposited in the public databases (Gold Genomes Online 
Database, http://www.genomesonline.org/)   [Bernal et 
al., 2001; Janssen et al., 2005]. These genomes cover a 
broad range of microbial organisms from different phy-
logenetic groupings, allowing comparative genomic anal-
yses across a diverse range of organisms and lifestyles. 
The functional prediction and classification of complete 
membrane transport systems in these sequenced ge-
nomes, as well as the comparative analyses of transporter 
profiles from related organisms are of great value in un-
derstanding organisms’ physiology and lifestyles.

  In this review, we present a comparative genomic study 
of prokaryotic membrane transport systems from 201 se-
quenced genomes, with the focus on their relationship to 
their overall physiology and lifestyles. 

  Comparative Genomic Analysis of Membrane 
Transport Systems 

 Bioinformatic analyses of 201 species, including 178 
eubacteria and 23 archaea ( table 1 ) enabled us to iden-
tify a total of 53,669 transport proteins. Based on se-

quence similarities and phylogenetic analyses, these 
transport proteins could be categorized into 94 families, 
including 5 families of primary transporters, 70 families 
of secondary transporters, 11 channel protein families, 
2 phosphotransferase systems, and 6 unclassified fami-
lies. Some of these families are very large superfamilies 
with numerous members, such as the ATP-binding cas-
sette superfamily (ABC) and the major facilitator super-
family (MFS), both of which are widely distributed 
across the eubacterial and archaeal species. Some fami-
lies, on the contrary, only exist in a very limited phylo-
genetic spectrum and/or are present in only limited 
numbers.

  The total number of predicted cytoplasmic mem-
brane transport proteins ( fig. 1 a) and the percentage of 
transport proteins relative to the total number of open 
reading frames (ORFs) ( fig. 1 b) were compared for the 
201 prokaryotes (listed by their phylogenetic groupings). 
Between 3 and 16% of ORFs in prokaryotic genomes 
were predicted to encode membrane transport proteins, 
emphasizing the importance of transporters in the life-
styles of all eubacterial and archaeal species. There is 
considerable variation on the quantity of transport pro-
teins, even for species within the same phylogenetic 
group. For example, organisms within the  � -Proteobac-
teria exhibit distinct lifestyles and corresponding differ-
ences in transporter contents. They include the rhizo-
sphere-dwelling organisms  Mesorhizobium loti  (884 
transport proteins, 12.2% of ORFs),  Bradyrhizobium ja-
ponicum  (987, 11.9%) and  Sinorhizobium meliloti  (827, 
13.3%); the plant pathogen  Agrobacterium tumefaciens  
(824, 15.3%); the human pathogens  Brucella  spp. (360–
379, 11.0–11.9%); marine Roseobacters, like  Silicibacter 
pomeroyi  (571, 13.4%) and  Jannaschia  sp. (507, 12.0%), 
and obligate intracellular pathogens or endosymbionts 
such as  Rickettsia  spp.,  Wolbachia  spp.,  Anaplasma  spp., 
and  Ehrlichia  spp. (53–59, 4.5–7.0%). Across all phyla, 
obligate endosymbionts and intracellular pathogens gen-
erally seem to possess the most limited repertoire of 
membrane transporters. 

  Organisms with the lowest percent of ORFs encoding 
transport proteins include  Pirellula  sp. (225, 3.1%), a ma-
rine aerobic heterotrophic planctomycete;  Leptospira in-
terrogans  (147, 3.1%), a parasitic pathogenic spirochaete, 
and several archaeal species, such as  Methanococcus jan-
naschii  (68, 3.9%),  Methanopyrus kandleri  (54, 3.2%), and 
 Nanoarchaeum equitans  (17, 3.0%). One of the contribut-
ing factors could be the very limited experimental char-
acterization of species in these phylogenetic groupings, 
which serves the base for bioinformatic predictions. Pre-
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Taxonomy Organism name Organism
ID

Total trans-
port proteins

Percent
of ORFs (%)

Archaea-Crenarchaeota Aeropyrum pernix K1 1 158 8.6
Pyrobaculum aerophilum IM2 2 146 5.6
Sulfolobus solfataricus P2 3 191 6.4
Sulfolobus tokodaii strain7 4 166 5.9
Sulfolobus acidocaldarius DSM639 5 152 6.8

Archaea-Euryarchaeota Archaeoglobus fulgidus DSM4304 6 184 7.6
Halobacterium sp. NRC-1 7 160 6.1
Methanosarcina acetivorans C2A 8 394 8.7
Methanococcus jannaschii DSM 9 68 3.9
Methanopyrus kandleri AV19 10 54 3.2
Methanococcus maripaludis S2 11 138 8.0
Methanosarcina mazei Goe1 12 248 7.4
Methanobacterium thermoautotrophicum �H 13 102 5.4
Pyrococcus abyssi GE5 14 177 10.0
Pyrococcus furiosus DSM3638 15 195 9.4
Pyrococcus horikoshii OT3 16 159 8.8
Picrophilus torridus DSM9790 17 171 11.1
Thermoplasma acidophilum DSM1728 18 145 9.8
Thermoplasma volcanium GSS1 19 143 4.7
Haloarcula marismortui ATCC43049 20 330 7.8
Natronomonas pharaonis DSM2160 21 216 7.7
Thermococcus kodakaraensis KOD1 22 198 8.6

Archaea-Nanoarchaea Nanoarchaeum equitans Kin4-M 23 17 3.0

Actinobacteria Bifidobacterium longum NCC2705 24 233 13.5
Corynebacterium diphtheriae NCTC13129 25 251 11.0
Corynebacterium efficiens YS-314 26 303 10.3
Corynebacterium glutamicum ATCC13032 27 355 11.9
Leifsonia xyli CTCB07 28 179 8.8
Mycobacterium avium K-10 29 293 6.7
Mycobacterium bovis AF2122/97 30 240 6.1
Mycobacterium leprae TN 31 100 6.2
Mycobacterium tuberculosis H37Rv 32 238 6.1
Nocardia farcinica IFM10152 33 443 7.5
Propionibacterium acnes KPA171202 34 297 12.9
Streptomyces avermitilis MA-4680 35 705 9.3
Streptomyces coelicolor A3(2) 36 702 8.9
Tropheryma whippelii TW08/27 37 64 8.2
Tropheryma whipplei Twist 38 25 8.7

Aquificae Aquifex aeolicus VF5 39 89 5.8

Bacteroidetes Bacteroides fragilis YCH46 40 256 5.5
Bacteroides fragilis NCTC9343 41 256 6.0
Bacteroides thetaiotaomicron VPI-5482 42 253 5.3

Chlamydia Chlamydophila caviae GPIC 44 76 7.6
Chlamydia muridarum Nigg 45 66 7.2
Chlamydia pneumoniae AR39 46 74 6.7
Chlamydophila pneumoniae TW-183 47 73 6.6
Chlamydia trachomatis serovar D 48 69 7.7
Parachlamydia sp. UWE25 49 121 6.0

Chlorobi Chlorobium chlorochromatii CaD3 50 114 5.7
Chlorobium tepidum TLS 43 122 5.4
Pelodictyon luteolum DSM273 51 164 7.9

Table 1. Organisms used in this study and their transport proteins



 Ren/Paulsen

 

J Mol Microbiol Biotechnol 2007;12:165–179168

Taxonomy Organism name Organism
ID

Total trans-
port proteins

Percent
of ORFs (%)

Chloroflexi Dehalococcoides ethenogenes 195 52 101 6.4
Dehalococcoides sp. CBDB1 53 102 7.0

Cyanobacteria Gloeobacter violaceus PCC7421 54 246 5.6
Nostoc sp. PCC7120 55 382 6.2
Prochlorococcus marinus MIT9313 56 142 6.3
Prochlorococcus marinus SS120(CCMP1375) 57 88 4.7
Prochlorococcus marinus MED4(CCMP1378) 58 94 5.5
Synechococcus elongatus PCC6301 59 185 7.3
Synechocystis sp. PCC6803 60 220 6.9
Synechococcus sp. WH8102 61 148 5.9
Thermosynechococcus elongatus BP-1 62 166 6.7

Deinococcus-Thermus Deinococcus radiodurans R1 63 262 8.2
Thermus thermophilus HB27 64 212 9.6

Firmicutes Bacillus anthracis Ames 65 564 10.6
Bacillus anthracis A2012 66 682 12.3
Bacillus cereus ATCC14579 67 571 10.9
Bacillus halodurans C-125 68 510 12.5
Bacillus licheniformis ATCC14580 69 503 12.1
Bacillus subtilis 168 70 423 10.3
Bacillus thuringiensis konkukian 97-27 71 626 12.2
Clostridium acetobutylicum ATCC824 72 371 9.6
Carboxydothermus hydrogenoformans Z-2901 73 166 6.3
Clostridium perfringens 13 74 311 11.4
Clostridium tetani E88 75 266 11.2
Enterococcus faecalis V583 76 393 12.6
Geobacillus kaustophilus HTA426 77 319 9.0
Lactobacillus acidophilus NCFM 78 268 14.4
Listeria innocua Clip11262 (rhamnose-negative) 79 380 12.5
Lactobacillus johnsonii NCC533 80 286 15.7
Lactococcus lactis IL1403 81 245 10.8
Listeria monocytogenes EGD-e 82 387 13.6
Listeria monocytogenes 4b 83 370 13.1
Lactobacillus plantarum WCFS1 84 401 13.3
Mesoplasma florum L1 85 74 10.8
Mycoplasma gallisepticum R 86 76 10.5
Mycoplasma genitalium G-37 87 55 11.4
Mycoplasma hyopneumoniae 232 88 94 13.6
Mycoplasma mobile 163K 89 69 10.9
Mycoplasma mycoides PG1T 90 103 10.1
Mycoplasma penetrans HF-2 91 94 9.1
Mycoplasma pneumoniae M129 92 47 6.9
Mycoplasma pulmonis UAB CTIP 93 89 11.4
Oceanobacillus iheyensis HTE831 94 439 12.6
Phytoplasma asteris OY-M 95 55 7.3
Streptococcus agalactiae 2603V/R 96 274 12.9
Streptococcus agalactiae NEM316 97 278 13.3
Staphylococcus aureus N315 98 324 12.3
Staphylococcus aureus COL 99 276 10.5
Staphylococcus epidermidis ATCC12228 100 274 11.3
Staphylococcus epidermidis RP62a 101 269 10.6
Streptococcus mutans UAB159 102 240 12.2
Streptococcus pneumoniae TIGR4 103 261 12.5

Table 1 (continued)



 Comparative Analyses of Membrane 
Transport Systems in 201 Prokaryotes 

J Mol Microbiol Biotechnol 2007;12:165–179 169

Taxonomy Organism name Organism
ID

Total trans-
port proteins

Percent
of ORFs (%)

Streptococcus pyogenes M1 104 198 11.7
Symbiobacterium thermophilum IAM14863 105 378 11.3
Streptococcus thermophilus CNRZ1066 106 252 13.2
Thermoanaerobacter tengcongensis MB4 107 245 9.5
Ureaplasma urealyticum serovar 3 108 67 10.9

Fusobacteria Fusobacterium nucleatum ATCC25586 109 266 12.9

Planctomycetes Pirellula sp. 1 110 225 3.1

�-Proteobacteria Anaplasma marginale St. Maries 111 54 5.7
Anaplasma phagocytophilum HZ 112 57 4.5
Agrobacterium tumefaciens C58 113 824 15.3
Bartonella henselae Houston-1 114 125 8.4
Bradyrhizobium japonicum USDA110 115 987 11.9
Brucella melitensis 16M 116 379 11.9
Bartonella quintana Toulose 117 112 9.8
Brucella suis 1330 118 360 11.0
Caulobacter crescentus CB15 119 223 6.0
Colwellia psychroerythraea 34H 120 338 6.9
Ehrlichia chaffeensis Arkansas 121 53 4.8
Ehrlichia ruminantium Welgevonden 122 59 6.6
Gluconobacter oxydans 621H 123 208 7.8
Jannaschia sp. CCS1 124 507 12.0
Mesorhizobium loti MAFF303099 125 884 12.2
Neorickettsia sennetsu Miyayama 126 46 4.9
Nitrobacter winogradskyi Nb-255 127 177 5.7
Candidatus Pelagibacter ubique HTCC1062 128 143 10.6
Rickettsia conorii Malish7 129 96 7.0
Rickettsia prowazekii MadridE 130 58 6.9
Sinorhizobium meliloti 1021 131 827 13.3
Silicibacter pomeroyi DSS-3 132 571 13.4
Wolbachia pipientis wMel 133 65 5.4
Wolbachia sp. TRS (Brugia malayi) 134 53 6.6
Zymomonas mobilis ZM4 135 138 6.9

�-Proteobacteria Azoarcus sp. EbN1 136 259 5.6
Bordetella bronchiseptica RB50 NCTC-13252 137 691 13.8
Burkholderia mallei ATCC23344 138 518 10.9
Bordetella parapertussis 12822 NCTC-13253 139 590 14.1
Bordetella pertussis Tohama I NCTC-13251 140 439 12.7
Burkholderia pseudomallei K96243 141 603 10.5
Nitrosomonas europaea ATCC19718 142 152 6.2
Neisseria meningitidis MC58 143 142 6.8
Nitrosococcus oceani ATCC19707 144 187 6.2
Ralstonia solanacearum GMI1000 145 441 8.6

�-Proteobacteria Bdellovibrio bacteriovorus HD100 146 244 6.8
Desulfotalea psychrophila LSv54 147 305 9.4
Desulfovibrio vulgaris Hildenborough 148 247 7.0
Geobacter sulfurreducens PCA 149 223 6.5
Pelobacter carbinolicus DSM2380 150 230 7.4

�-Proteobacteria Campylobacter jejuni NCTC11168 151 144 8.8
Helicobacter hepaticus ATCC51449 152 117 6.2
Helicobacter pylori 26695 153 108 6.9
Wolinella succinogenes 154 198 9.7

Table 1 (continued)
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Taxonomy Organism name Organism
ID

Total trans-
port proteins

Percent
of ORFs (%)

�-Proteobacteria Acinetobacter sp. ADP1 155 311 9.4
Buchnera aphidicola Sg 156 31 5.7
Buchnera aphidicola APS 157 24 4.3
Buchnera aphidicola Bp 158 25 5.0
Candidatus Blochmannia pennsylvanicus BPEN 159 43 7.0
Coxiella burnetii RSA493 160 121 6.0
Candidatus Blochmannia floridanus 161 43 7.4
Erwinia carotovora SCRI1043 162 632 14.1
Escherichia coli K12-MG1655 163 532 12.6
Escherichia coli O157:H7 EDL933 164 580 10.9
Francisella tularensis Schu4 165 148 9.2
Haemophilus ducreyi 35000HP 166 142 8.3
Haemophilus influenzae KW20 167 215 12.5
Idiomarina loihiensis L2TR 168 194 7.4
Legionella pneumophila Philadelphia 1 169 212 7.2
Methylococcus capsulatus Bath 170 182 6.2
Mannheimia succiniciproducens MBEL55E 171 285 12.0
Pseudomonas aeruginosa PAO1 172 635 11.4
Pseudomonas fluorescens Pf-5 173 708 11.5
Pseudoalteromonas haloplanktis TAC125 174 238 6.8
Photorhabdus lumines laumondii TTO1 175 363 7.8
Photobacterium profundum SS9 177 580 10.6
Pseudomonas syringae pv. tomato DC3000 179 579 10.6
Rhodopseudomonas palustris CGA009 180 548 11.4
Shigella flexneri 2a 301 181 481 11.5
Shewanella oneidensis MR-1 182 281 5.9
Salmonella typhi CT18 183 510 10.7
Salmonella typhimurium LT2 184 516 11.6
Thiomicrospira crunogena XCL-2 185 169 7.7
Vibrio cholerae El Tor N16961 186 403 10.5
Vibrio parahaemolyticus RIMD2210633 187 500 10.3
Vibrio vulnificus CMCP6 188 501 11.0
Vibrio vulnificus YJ016 189 507 10.1
Wigglesworthia glossinidia P-endosymbiont 190 43 6.6
Xanthomonas axonopodis pv. citri 306 191 272 6.3
Xylella fastidiosa 9a5c 192 109 3.9
Xylella fastidiosa Temecula1 193 115 5.7
Yersinia pestis CO-92 194 508 12.4
Yersinia pseudotuberculosis IP32953 195 539 13.3

Spirochaetes Borrelia burgdorferi B31 196 89 5.4
Borrelia garinii PB1 197 77 9.3
Leptospira interrogans serovar lai56601 198 147 3.1
Treponema denticola ATCC35405 199 295 10.7
Treponema pallidum Nichols 200 76 7.3

Thermotogales Thermotoga maritima MSB8 201 218 11.7

Table 1 (continued)

  Fig. 1.  The overall numbers of recognized transport proteins. Or-
ganisms from distinct phylogenetic groups are labeled with dif-
ferent colors. The obligate intracellular parasites/pathogens are 
marked with red stars.  a  Total number of transport proteins in 201 
prokaryotes.  b  Transport proteins as the percentage of total ORFs. 

 c  Distribution of sodium-dependent amino acid/solute sym-
porters across six families: NSS = light blue; AGCS = orange; 
SSS = salmon; DASS = lime; glutamate:sodium symporter family 
(ESS) = pink; LIVCS = dark blue. 
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vious studies show that archaeal species have much high-
er percentages of membrane proteins assigned to the role 
category of ‘hypothetical proteins’ than eubacterial spe-
cies [Ren and Paulsen, 2005]. Some of these ‘hypothetical 
proteins’ could function in novel transport processes. 

  Although obligate intracellular organisms and small 
free-living parasites overall present the fewest transport 
proteins, they still devote a relatively high percentage of 
ORFs towards transport functions. For example,  Myco-
plasma  spp. have over 10% of their ORFs encoding trans-
port proteins. Transport proteins consist of average 7.7% 
of ORFs in 38 obligate intracellular and small free-living 
parasites, compared to an average of 8.9% in all organ-
isms. Although most of these organisms appear to have 
undergone substantial reductive evolution, it seems that 
they have not preferentially lost or retained transporter 
genes as a consequence of their adaptation to intracellular 
lifestyles. Most of these organisms have various defective 
biosynthesis pathways, and have to uptake essential nu-
trients and intermediate metabolites from their host. De-
tailed examinations of transporter profiles show that 
these organisms have different degrees of reduction as to 
the types of transporters and categories of substrate. 
Compared to other prokaryotes, obligate intracellular or-
ganisms exhibit greater degree of reduction in efflux 
pumps and transporters for ions and small inorganic 
compounds. However, they appear to have retained a sig-
nificant percentage of importers in the genome for essen-
tial nutrients and intermediate metabolites.

  Phylogenetic Profiling as a Tool for Investigating 
Membrane Transport Content 

 The phylogenetic profile of a gene is a pattern repre-
senting the presence or absence of homologues in a set of 
fully sequenced genomes. Genes with similar phyloge-
netic profiles, as assessed by Pearson correlation coeffi-
cient, likely could function together in a pathway or are 
part of a complex because they are likely to evolve in a 
correlated fashion and tend to be either preserved or 
eliminated during evolution [Pellegrini et al., 1999; Pel-
legrini, 2001]. Phylogenetic profiling has many applica-
tions in genomics studies, such as detection of conserved 
core genes, lineage-specific gene family expansions 
[Vandepoele and Van de Peer, 2005], subcellular localiza-
tion of proteins [Marcotte et al., 2000], prediction of 
physical and functional interactions and deduction of the 
functions of genes that have no well-characterized homo-
logues [Levesque et al., 2003; Wu et al., 2005].

  Previously we employed a novel application of phylo-
genetic profiling to investigate the presence or absence of 
transporter protein families across 141 sequenced pro-
karyotes and eukaryotes [Ren and Paulsen, 2005]. Com-
pared to other studies, we used protein families rather 
than individual proteins as the unit of comparison. The 
phylogenetic profiling of transporter families provided 
interesting insights into the distribution of transporters 
across a broad range of organisms. Organisms from var-
ious phylogenetic groups which are adapted to similar 
environmental niches were often found in clusters. Inside 
each cluster, organisms were further grouped together by 
their phylogenetic history. Given that the profiling ap-
proach solely utilizes presence/absence of a transporter 
family and does not use sequence similarity directly, 
these findings suggest that the types of transporters uti-
lized by an organism are related both to their physiology 
and to their evolutionary history.

  The fast growing number of completely sequenced ge-
nomes enabled us to enhance the resolution of this phy-
logenetic profiling analysis. With the data on membrane 
transport systems from 201 fully sequenced prokaryotes, 
we were able to construct more detailed phylogenetic pro-
files for each transporter family ( fig. 2 ). In line with our 
previous observations, hierarchical clustering of phylo-
genetic profiles showed a strong correlation between the 
observed clustering pattern and phylogeny, with distinct 
phylogenetic groupings of eubacteria and archaea clearly 
separated into different clusters, such as high GC Gram+, 
low GC Gram+, Proteobacteria, Chlamydia, Cyanobac-
teria, etc. ( fig. 2, 3 ). Additionally, the clustering patterns 
are influenced by the lifestyle of organisms. The obligate 
intracellular pathogens/symbionts, the soil/plant-associ-
ated microbes and a collection of autotrophs are sepa-
rated into distinct super-clusters ( fig. 2, 3 ). These find-
ings demonstrate that phylogenetic profiling is a viable 
and potent approach to the bioinformatic study of mem-
brane transporters.

  The obligate intracellular pathogens/symbionts clus-
ter includes a group of phylogenetically diverse organ-
isms ( fig. 3 b), including Chlamydia (pathogens);  � -Pro-
teobacteria like  Buchnera  spp.,  Wigglesworthia glossini-
dia  and  Candidatus Blochmannia  spp. (endosymbionts); 
 � -Proteobacteria such as  Wolbachia  spp. (endosymbi-
onts) and  Anaplasma  spp.,  Ehrlichia  spp.,  Rickettsia  spp., 
 Neorickettsia   sennetsu ,  Bartonella  spp. (pathogens); low 
GC Gram+-like organisms  Mycoplasma  spp.,  Ureaplas-
ma urealyticum, Phytoplasma asteris  and  Tropheryma 
whipplei  (pathogens); Spirochetes like  Treponema palli-
dum ,  Borrelia  spp. (pathogens); and an archaeal endo-
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  Fig. 2.  Phylogenetic profiling of transport-
er families. Phylogenetic profiles were cre-
ated for each transporter family. Each pro-
file is a string with 201 entries (number of 
organisms analyzed). If a given family is 
present in an organism, the value ‘1’ is as-
signed at this position (red color). If not, ‘0’ 
is assigned (black color). Organisms and 
transporter families were clustered ac-
cording to the similarity of their phyloge-
netic profiles. 
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  Fig. 3.  Detailed view of three clusters of 
 organisms generated by hierarchical clus-
tering of their phylogenetic profiles of 
transporter families: soil/plant-associated 
microbes ( a ), obligate intracellular patho-
gens/symbionts ( b ) and autotrophs ( c ). 



 Comparative Analyses of Membrane 
Transport Systems in 201 Prokaryotes 

J Mol Microbiol Biotechnol 2007;12:165–179 175

symbiont,  N. equitans . Organisms in this cluster are 
mostly obligate intracellular organisms, with one or two 
exceptions, e.g.  Bartonella  spp. that are facultative intra-
cellular pathogens. The transport needs for these obligate 
intracellular organisms are probably more specialized 
than those of environmental organisms due to the less 
dynamic nature of their intracellular environments. This 
may have allowed them to shed, for example, transporters 
for alternative nitrogen/carbon sources, drug/toxic me-
tabolite efflux, osmoregulation, and ion homeostasis. 
The residual transport systems conserved in these obli-
gate intracellular organisms probably belong to the core 
essential genes required for the acquisition of key nutri-
ents and metabolic intermediates. For example, in  Rick-
ettsia  species, genes coding for proteins functioning in 
glycolysis and the biosynthesis of S-adenosylmethionine 
and nucleotides are absent [Andersson and Andersson, 
1999; Andersson et al., 1998; Dunning Hotopp et al., 
2006; Ogata et al., 2001]. They completely rely on the 
hosts for these small molecules. As expected, transporter 
systems for the uptake of nucleoside monophosphates 
(ATP:ADP antiporter family), S-adenosylmethionine 
(drug/metabolite transporter superfamily) [Tucker et al., 
2003], and glycerol-3-phosphate (MFS family) have been 
identified [Dunning Hotopp et al., 2006]. The essential 
glutamate transporters in two obligate endosymbionts 
 Candidatus Blochmannia floridanus  and  W. glossinidia  
provides another example: The GltP glutamate:proton 
symporter (DAACS family) is encoded in  B. floridanus  
[Tolner et al., 1995], while the GltJKL ABC transporter is 
expressed in  W. glossinidia  [Linton and Higgins, 1998]. 
Both of these organisms have a truncated TCA cycle 
which begins with  � -ketoglutarate and ends with oxalo-
acetate [Zientz et al., 2004]. Their TCA cycle could be 
closed by the transamination of the imported glutamate 
to aspartate, catalyzed by an aspartate aminotransferase 
which uses oxaloacetate as a cosubstrate and produces  � -
ketoglutarate. Compared to the plant/soil-associated mi-
crobes, obligate intracellular organisms show a higher 
degree of variation in terms of energy coupling mecha-
nism and transport mode. These variations may reflect 
the unique internal environment inside the host cells. All 
these observations illustrate how adaptation of an organ-
ism to certain living conditions leads to changes in its 
transporter repertoire and at the same time determine 
the set of transporters that the organism cannot afford to 
lose.

  The soil/plant-associated microbes form two clusters, 
including organisms from various phylogenetic groups 
( fig. 3 a). The first cluster includes Actinobacteria ( Cory-

nebacterium  spp.,  Nocardia farcinica  and  Streptomyces 
 spp.),  � -Proteobacteria  (Actinobacter  sp.,  Idiomarina loi-
hiensis ,  Pseudomonas  spp.,  Pseudoalteromonas halo-
planktis  and  Rhodopseudomonas palustris) , and  � -Pro-
teobacteria  (Burkholderia  and  Ralstonia) . The second one 
includes mainly  � -Proteobacteria  (A. tumefaciens, Bru-
cella  spp.,  Jannaschia sp.,  M. loti,   S. pomeroyi  and  S. meli-
loti) ,  � -Proteobacteria ( Bordetella  spp.),  � -Proteobacteria 
 (Geobacter sulfurreducens  and  Pelobacter     carbinolicus) , 
and  � -Proteobacteria  (Wolinella     succinogenes) . This is in 
contrast to our previous analysis [Ren and Paulsen, 2005] 
in which these organisms formed one coherent cluster 
with two major branches comparable to the two clusters 
shown here. The first cluster is close to other  � -Proteo-
bacteria like  E. coli  which has the highest diversity of 
transporter families among all prokaryotic organisms, 
partly due to the extensive experimental studies carried 
on this model organism. The second cluster is close to 
other  � -Proteobacteria and  � -Proteobacteria. Therefore, 
the respective phylogenetic relationships of these two 
clusters override the linkage by the influence of living 
environment on transporter contents as observed previ-
ously. One of the possible reasons causing the disparity 
could be the great expansion of  � -Proteobacteria species 
used in this study which may have exerted a stronger in-
fluence on the clustering. All of the organisms in these 
two clusters possess a robust collection of transporter 
systems. The similarity of phylogenetic profiles of organ-
isms in these clusters probably reflects the versatility of 
these organisms and their exposure to a wide range of 
different substrates in their natural environment. The 
majority of species in this cluster can be free-living in the 
soil and some are capable of living in a diverse range of 
environments. They generally share a broad range of 
transport capabilities for plant-derived compounds spe-
cifically and for organic nutrients in general. Interesting-
ly, some of the human facultative pathogens, such as  Bor-
detella  and  Brucella , are also grouped in this cluster. 
These pathogens have close relatives that are soil or plant-
associated environmental organisms [Parkhill et al., 
2003; Paulsen et al., 2002], so their transport capabilities 
probably reflect a combination of their evolutionary her-
itage, original environmental niche and their current 
transport needs.

  The third significant cluster of phylogenetic profiling 
of transporter families consists primarily of autotrophs 
( fig. 3 c). This cluster was not found in our previous anal-
ysis [Ren and Paulsen, 2005] because of the lack of data 
on autotrophs. Obligate autotrophs obtain energy exclu-
sively by the oxidation of inorganic substrates and use 
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CO 2  as the only resource of carbon [Kowalchuk and Ste-
phen, 2001], such as the nitrifying bacteria  Nitrobacter 
winogradskyi  (oxidizing nitrite ion);  Nitrosomonas euro-
paea  and  Nitrosococcus oceani  (oxidizing ammonium 
ion). Facultative autotrophs obtain some part of their en-
ergy from oxidation of iron, sulfur, hydrogen, nitrogen, 
and carbon monoxide. These include green sulfur bac-
teria  (Chlorobium  spp. and  Pelodictyon luteolum) , green 
nonsulfur bacteria ( Dehalococcoides  spp.), both of which 
are anaerobic photosynthetic bacteria; Cyanobacteria 
 (Prochlorococcus  spp.,  Synechococcus  spp.,  Synechocystis  
sp.,  Nostoc  sp.,  Gloeobacter violaceus  and  Thermo-
synechococcus elongates)  which are aerobic photosyn-
thetic bacteria; a hydrogen-oxidizing, microaerophilic, 
obligate chemolithoautotrophs  (Aquifex aeolicus) ; an 
obligate methanotroph,  Methylococcus capsulatus ; and a 
group of autotrophic archaeal species ( Aeropyrum per-
nix, Sulfolobus  spp.,  Picrophilus torridus, Thermoplasma 
 spp.,  Methanobacterium thermoautotrophicum, M. kand-
leri, M. jannaschii, Pyrobaculum aerophilum, Pyrococ-
cus  spp.,  Thermococcus kodakaraensis, Natronomonas 
pharaonis, Haloarcula marismortui,  and  Halobacterium  
sp.). In line with their metabolism features, organisms 
in this cluster generally lack transporters for carbohy-
drates, amino acids, carboxylates and nucleosides, etc. 
Instead, they encode a full array of transporters for var-
ious cations and anions, ammonium, inorganic phos-
phate, and sulfate which feed into their autotrophic me-
tabolism. These features distinguish this group of auto-
trophs from organisms in the plant/soil-associated and 
intracellular pathogen/endosymbiont clusters. Interest-
ingly, some heterotrophic bacteria were included in this 
cluster. They generally fall into several categories: Patho-
gens that are evolved from environmental organisms, 
like  Leifsonia xyli  and  L. interrogans ; organisms with ex-
tensive ion transport systems and/or few organic nutri-
ent transporters, like  Thermoanaerobacter tengcongen-
sis,   Coxiella burnetii  and  Mycobacterium  spp., and a 
Thermotogales  (Thermotoga maritima)  with extensive 
array of archaeal-lineage genes [Nelson et al., 1999], and 
was found to cluster with the archaeal species in this su-
per-cluster.

  Comparison of the transporter profiles of marine mi-
crobes shows a close relationship between their trans-
porter profiles and their physiology and ecological nich-
es. The sequenced marine microbes to date can be catego-
rized into three groups according to their metabolism 
and ecological niche: Cyanobacteria clade (photosyn-
thetic autotrophs); Roseobacter clade (such as  Jannaschia  
sp. and  S. pomeroyi ) that are metabolically versatile and 

capable of utilizing diverse organic and inorganic nutri-
ents in the coastal and oceanic planktonic environment 
[Moran et al., 2004]; and a group of oligotrophic bacteria 
that are metabolically conservative and more specialized 
in scavenging organic nutrients in seawater [Button, 
1991], such as  Oceanobacillus iheyensis, Vibrio vulnificus, 
I. loihiensis, Pelagibacter ubique  and  Photobacterium pro-
fundum .

  Cyanobacteria, which feature few importers for or-
ganic nutrients and a more substantial array of trans-
porters for ion and inorganic compounds, belong to the 
autotroph cluster ( fig. 3 ). Detailed examination of two 
Cyanobacteria species with different ocean environ-
mental niches shows quite different transporter profiles 
[Palenik et al., 2006]: the coastal cyanobacterium,  Sy-
nechococcus  sp. strain CC9311, has a much larger capac-
ity to transport, store, utilize or export metals, especial-
ly iron and copper than an open ocean oligotrophic 
strain,  Synechococcus  sp. strain WH8102, which could 
be related to its greater capacity to sense and respond to 
changes in its (coastal) environment. In contrast, 
WH8102 has systems predicted for the efflux of arsenite 
and chromate [Palenik et al., 2003] that are not found in 
CC9311. The Roseobacter clade, however, was clustered 
with plant/soil-associated clusters ( fig. 3 ) due to their 
abundant and diverse transporters for both organic nu-
trients (peptides, amino acids, sugars, putrescine and 
spermidine, taurine, glycine betaine and dimethylsul-
phoniopropionate, etc.) and inorganic compounds
(urea, phosphate, inorganic ions, sulfate, etc.) which en-
able them to take advantage of transient occurrences of 
high-nutrient niches within a bulk low-nutrient envi-
ronment. One of the distinguishing features of Roseo-
bacters are their uncommonly high number of TRAP 
transporter systems (26 systems for  S. pomeroyi  and 28 
for  Jannaschia  sp., no other sequenced genome has 
more), probably reflecting their capability to import 
carboxylic acids produced in surface waters during pho-
to-oxidation of dissolved organic matters, like glyoxyl-
ate and acetate [Moran et al., 2004]. The metabolically 
conservative marine heterotrophs did not form any dis-
tinct grouping and were clustered primarily by their 
phylogenetic traits. For example,  O. iheyensis  was clus-
tered with other  Bacillus  spp.; and  V. vulnificus  and  P. 
profundum  were clustered with other  Vibrio  spp.  P. 
ubique  represents one of the smallest free-living non-
parasitic microorganism [Giovannoni et al., 2005] with 
1,354 ORFs, of which 143 encode transport proteins 
(10.6%). Compared to obligate intracellular organisms,
it encodes a large number of transporters for diverse ni-
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trogenous compounds, such as ammonium, urea, basic 
amino acids, spermidine, and putrescine. These features 
clearly exclude it from the obligate intracellular organ-
ism cluster.

  The clustering of transporter families also show fea-
tures related to the lifestyles of organisms. The ubiqui-
tous families, like ABC, MFS, P(F)-type ATPase, which 
are present in virtually every organism we analyzed, are 
clustered together. A group of sodium ion-dependent 
transporter families, the neurotransmitter:sodium sym-
porter (NSS), alanine/glycine:cation symporter (AGCS), 
solute:sodium symporter (SSS), and divalent anion:so-
dium symporter (DASS) are clustered together. Trans-
porters in these families are all symporters which utilize 
the sodium ion gradient to transport amino acid, solute, 
and/or divalent ions to cytoplasm. This clustering may 
suggest that these families co-occur in a specific set of 
organisms, presumably those most reliant on sodium 
ion-driven transport.  Figure 1 d shows the detailed distri-
bution of six sodium ion-dependent amino acid/solute 
transporter families in the 201 prokaryotic organisms we 
analyzed. We see considerable variation in the distribu-
tion of these families among phylogenetically related spe-
cies. For example,  Mycobacterium  spp. and  Corynebacte-
rium  spp. are closely related Actinobacteria.  M. tubercu-
losis  and  C. diphtheriae  are both pathogens of human 
respiratory systems.  Corynebacterium  spp. encode mem-
bers of all six sodium-dependent transporter families, 
while  Mycobacterium  spp. have none. In fact,  Mycobacte-
rium  spp. were clustered with the autotrophic bacteria as 
an artifact on our phylogenetic profiling studies ( fig. 3 c) 
at least in part due to their lack of sodium-dependent 
transporters. 

  In general, environmental organisms such as  Bacillus  
spp. (including  Oceanbacillus  and  Lactobacillus  spp.), 
 Colwellia psychroerythraea ,  Pirellula  sp. and  Pseudomo-
nas  spp. present the highest number of sodium-depen-
dent pumps, while organisms with autotrophic lifestyles 
encode very few sodium ion-driven transporters, and 
those they do possess are more likely involved in the up-
take of simple compounds such as sulfate rather than 
amino acids or carboxylates. Some of these autotrophs 
completely lack this type of transporters, such as  Dehalo-
coccoides  spp.,  M. kandleri, N. winogradskyi,  and  N. eu-
ropaea . There are a couple of interesting exceptions: 
 H. marismortui , a halophilic microorganism that thrives 
in extreme saline environments, encodes 10 members of 
sodium-dependent transporters in NSS, SSS and DASS 
families, the highest number among all archaeal species 
studied.  Halobacterium  sp., another archaeal organism, 

which, like  H. marismortui , proliferates in saturating salt 
solutions, also has 6 members of such transporters. These 
probably reflect their adaptation to a high-salt environ-
ment. A group of human pathogens encode relatively 
large numbers of sodium-dependent pumps, including 
Enterobacteriaceae (such as  E. coli ,  Salmonella ,  Shigella , 
 Yersinia  and  Vibrio  spp.),  Staphylococcus  spp.,  Coryne-
bacterium  spp. and  Fusobacterium nucleatum , etc. These 
could also be related to the high-salt environment in hu-
man GI tract, oral cavity and respiratory tract. Actually 
human epithelial cells utilize the same mechanism to up-
take nutrients from the GI tract and to regulate the inter-
nal homeostasis. Among those organisms with obligate 
intracellular lifestyles, which need to obtain nutrients 
like amino acids from their host, the majority do not en-
code sodium-dependent amino acid transporters. In-
stead, they typically encode ABC family amino acid 
transporter and/or APC family amino acid:proton sym-
porters or amino acid:amino acid antiporters.  Chlamydia  
spp. are the only group of obligate intracellular organisms 
that show homologues in each of the six sodium-depen-
dent amino acid/solute families.

  There is another cluster of families for inorganic ions 
and small compounds, including potassium and chlo-
ride ion channels, ammonium transporter, inorganic 
phosphate transporter, sulfate permease, and calcium:
cation antiporter. Autotrophic eubacterial and archaeal 
organisms generally utilize transporters in these fami-
lies for the uptake of inorganic compounds, as well as 
soil/plant-associated microbes and other environmen-
tal organisms. As expected, obligate intracellular patho-
gens and endosymbionts generally lack this type of 
transporters. 

  Conclusion 

 The era of complete genome sequencing has opened 
new horizons in our understanding of complex biological 
questions. Comparative genomic approaches for the 
analysis of membrane transport systems have provided 
us invaluable insights on how microbes adapt to their en-
vironment. The observations that organisms with similar 
lifestyles and/or ecologic niches (obligate intracellular, 
soil/plant-associated, or autotrophic) display similar phy-
logenetic profiles despite their phylogenetic differences 
strongly suggest the influence of their environments on 
their membrane transport gene complement. 
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 The Bioinformatic Study of 
Transmembrane Molecular Transport 
  

  To provide the research community as well as the gen-
eral public with easy access to the extensive information 
about transporters, web-based databases have been cre-
ated. These include the Transporter Classification Data-
base (TCDB) (http://www.tcdb.org) which classifies 
transport proteins based on both function and phyloge-
ny, and the TransportDB Database (http://www.mem-
branetransport.org/) which surveys fully sequenced 
 genomes for genes encoding transport proteins. In the 
latter database, the transporter profiles of each sequenced 
 organism are available to view, search, compare, and 
download in an easy-to-navigate format. Extensive links 
and references are also provided on the site. This is the 
only active database dedicated to the comprehensive, 
comparative study of membrane transporters in different 
organisms with fully sequenced genomes. In the former 
database (TCDB), over 400 families of transporters are 
described, and functional data for representative well-
characterized members of these families are provided. 
When possible, these families have been grouped into su-
perfamilies that define the evolutionary relationships be-
tween individual families. Web-based search tools and 
useful bioinformatic software packages render TCDB 
user-friendly. There is also a major section devoted to 
poorly characterized families of transport or putative 
transport proteins where more studies are needed. TCDB 
and TransportDB are tremendous resources both for re-
search scientists and for students and their teachers. 
Thousands of researchers visit these databases on the web 
regularly and have applied the information provided to 
their research efforts. The availability of these databases 
has inspired numerous laboratory studies on membrane 
transporters, promoting the rapid expansion of this area 
of research.

     Membrane transporters are the cell’s equivalent of de-
livery vehicles, garbage disposals, and communication 
systems – proteins that span the cell membrane and form 
an intricate system of pumps and channels through which 
they deliver essential nutrients, eject waste products, and 
assist the cell to sense environmental conditions. Mem-
brane transport systems play indispensable roles in the 
fundamental cellular processes of all organisms. Knowl-
edge of the suite of transporters present in an organism 
sheds light on its lifestyle and physiological adaptations. 
Until recently, analyses of membrane transporters have 
been limited primarily to the examination of transporter 
genes in individual organisms. However, with the advent 
of the genomics era, comprehensive bioinformatic com-
parisons of predicted membrane transporters across a 
range of organisms in all three domains of life have be-
come possible.

  New computational application of the phylogenetic 
profiling approach to cluster organisms together that ap-
pear to have similar suites of transporters provides an 
even more recent advance. For example, obligate intracel-
lular pathogens and endosymbionts possess limited num-
bers of transport systems in spite of the massive metabo-
lite fluxes one would expect between the pathogens or 
symbionts and their hosts. This is believed to be due to 
the relatively static nature of their intracellular environ-
ments which require minimal degrees of adaptation, par-
ticularly to stress conditions. Limited types of nutrients 
need to be taken up, which are provided by the host in 
nearly constant amounts. Because the host provides a ho-
meostatic home, the bacteria can streamline their ge-
nomes and eliminate excess baggage. The consequence is 
a bacterium that can live only in one or a few host organ-
isms.

  

   © 2006 S. Karger AG, Basel
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  Out of the hundreds of thousands of proteins encoded 
in bacterial, archaeal and eukaryotic genomes, over 10% 
function in transport. Transport systems employ a large 
variety of mechanisms to import various ions and nutri-
ents and to prevent the excessive build-up of other ions, 
end products of metabolism, toxins and drugs. It is hoped 
that someday, the identification of the complete comple-
ment of transporters in sequenced genomes will become 
possible.

  Currently over 300 fully sequenced genomes are avail-
able for analysis. Many of the encoded transporters have 
been classified into different families, and their functions 
have been predicted. Interdisciplinary expertise in ge-
nomics and bioinformatics allows the development of 
computational tools and models that should expedite, 
improve and advance traditional biological studies of 
transporters.

  Genome sequencing projects have had a tremendous 
impact on medical and environmental microbiology. For 
example, the genome sequencing of a methanotrophic 
bacterium,  Methylococcus capsulatus , which feeds off of 
methane, one of the major greenhouse gases, is of impor-
tance because of its potential to mitigate global warming, 
a problem that we will face on an ever increasingly in-
tense scale in the future. The genome sequence of this 
bacterium has allowed biologists and environmental bio-
engineers to focus on an understanding of the parameters 
of this organism in an effort to utilize it and other bacte-
ria for solutions to our real-life environmental prob-
lems.

   M. capsulatus  relies heavily on its large repertoire of 
metal cation pumps (12 P-type cation ATPases, 4 of which 
have a copper-binding P-ATPase motif) to take up copper 
ions for the regulation of methane oxidation, a critical 
step in methane metabolism. In contrast, this organism 
possesses very few transport systems for organic carbon 
compounds, which emphasizes the importance of meth-
ane as its sole carbon source for energy production and 
growth. This is yet another example illustrating the rel-
evance of transport protein profiles to the overall physiol-
ogy of organisms. These findings, combined with bioin-
formatic analyses of metabolic features, deepen our un-
derstanding of methanotrophic lifestyles and emphasize 
this bacterium’s potential for biotechnological applica-
tions that could lead to environmental improvements.

  In conclusion, studies at all levels, including genetic, 
biochemical, biophysical and physiological, allow com-
putational microbiologists to view a living organism as a 
complete system communicating with its environment. 
The implications with respect to improvement of the en-
vironment and global biosphere healthcare systems are 
staggering. Novel techniques will allow the more rapid 
advance of scientific discovery leading to solutions to our 
immense environmental and health problems.

   Milton H. Saier , Jr., Editor-in-Chief
   Qinghu Ren , Staff Scientist
  The Institute for Genomic Research (TIGR) 
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ABSTRACT

TransportDB (http://www.membranetransport.org/)
is a comprehensive database resource of informa-
tion on cytoplasmic membrane transporters and
outer membrane channels in organisms whose
complete genome sequences are available. The
complete set of membrane transport systems and
outer membrane channels of each organism are
annotated based on a series of experimental and
bioinformatic evidence and classified into different
types and families according to their mode of
transport, bioenergetics, molecular phylogeny and
substrate specificities. User-friendly web interfaces
are designed for easy access, query and download
of the data. Features of the TransportDB website
include text-based and BLAST search tools against
known transporter and outer membrane channel
proteins; comparison of transporter and outer mem-
brane channel contents from different organisms;
known 3D structures of transporters, and phylo-
genetic trees of transporter families. On individual
proteinpages, users can finddetailed functional anno-
tation, supporting bioinformatic evidence, protein/
DNA sequences, publications and cross-referenced
external online resource links. TransportDB has now
been in existence for over 10 years and continues to
be regularly updated with new evidence and data
from newly sequenced genomes, as well as having
new features added periodically.

INTRODUCTION

Membrane transporters are a large group of proteins that span
the cell membrane and form an intricate system of pumps and
channels through which they deliver essential nutrients, eject
waste products and assist the cell to sense environmental

conditions. Transporters represent a large and diverse group
of proteins that differ in membrane topology, energy coupling
mechanism and substrate specificities. They play indispens-
able roles in the fundamental cellular processes of all organ-
isms (1).

With the advent of the genomics era, comprehensive
genome-wide bioinformatic comparisons of predicted mem-
brane transporters across a range of organisms in all three
domains of life have become possible. Previously, we have
reported a series of comparative analyses of transport systems
in a collection of prokaryotic and eukaryotic organisms (2–4).
We started a web portal showing our bioinformatic prediction
of transporters in sequenced genomes back in 1996, and have
had a continual web presence since then. The current incarna-
tion of TransportDB dates back to 2002, when we moved to a
relational database structure and greatly enhanced the avail-
able features (5). The aim of TransportDB is to present the
comprehensive transporter profiles of each sequenced
prokaryotic and eukaryotic organisms, as well as to provide
comparative and phylogenetic tools to view, search, compare
and download the transporter data in an easy-to-navigate for-
mat. We describe in this paper the data content and web fea-
tures of TransportDB, with a focus on the recent additions
and improvements.

DATABASE STRUCTURE AND CONTENT

TransportDB uses a relational database to store all the data
associated with membrane transporters and outer membrane
channels. It was built specifically to hold many different gen-
omes and to allow cross-genome queries and comparisons.
TransportDB database consists of 20 tables and is imple-
mented in MySQL (http://www.mysql.com/). Data stored in
TransportDB database can be accessed using Structured
Query Language (SQL). Users can search TransportDB via
a web interface which facilitates building a custom query
without interacting directly with the database. Examples
include searches for transporter class, family, protein and
substrate. The relational database format also allows users
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to select a subset of organisms of their interest and compare
the overall transporter features as well as each individual
transporter family.

TransportDB adopts a ‘3-tier’ database architecture. The
top tier of TransportDB is the user web interface. It sends
the requests for data, formats the output of the query and dis-
plays it on the web. The Application Programmer Interface
(API), or middle tier, connects the database and retrieves
datasets by explicit keys (e.g. the name of a transporter
gene) using a single query. We adopt PHP (http://www.php.
net/), a widely used server-side scripting language, as our
API. The database itself is the bottom tier. This architecture
enables the web application to utilize SQL to query the data-
base, while not limiting the top tier to any specific database
system.

TransportDB stores the complete array of predicted trans-
porters and outer membrane channels from various prokaryotic
and eukaryotic organisms, with detailed information and sup-
porting evidence for each protein. Figure 1 shows the evolution
of data collection in TransportDB. When we moved to a rela-
tional database format in 2002, we had bioinformatic analyses
of 54 organisms and over 10 000 transporter genes (5). During
the past 4 years, a very considerable number of organisms
have been added to the database and the total number of
annotated transporter genes has increased by a factor of
seven. Currently, TransportDB contains data from 248 organ-
isms, including 197 bacteria, 24 archaea and 27 eukaryota.
This collection of organisms represents a broad phylogenetic

diversity. A total of 71 659 transport proteins and 4790 outer
membrane channels have been annotated and assigned to
183 families according to the TC classification system (1,6).
These families are further classified into different types
according to their transport mode and energy coupling mecha-
nism: seven families of primary active transporter that couple
the transport process with a primary energy source (e.g. ATP
hydrolysis); 83 families of secondary transporter that utilize
an ion or solute electrochemical gradient; 33 families of
energy-independent channels; two families of group transloca-
tors which modify their substrates during transport; 38 families
of porins/outer membrane channels that are prevalent in the
outer membrane of Gram-negative bacteria and certain
eukaryotic organelles; and 11 families with an unknown trans-
port mechanism. Transporters are unevenly distributed among
these families: some are very large superfamilies with thou-
sands of members, such as the ABC superfamily (7) (32 099
proteins annotated) and the MFS superfamily (8) (7942 pro-
teins), both of which are widely distributed across prokaryotic
and eukaryotic species; some families, however, only exist
in a very limited phylogenetic spectrum and/or are present in
only limited numbers.

DATABASE ACCESS AND WEB FEATURES

TransportDB is accessible online at http://www.
membranetransport.org/.

Figure 1. The evolution of TransportDB data storage. The rhomboid points represent number of organisms annotated over 4 years. The triangle points show the
number of transporter genes annotated.
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There are several ways for users to access data stored in
TransportDB. Users can browse the database by selecting
the organism from drop-down boxes on the left of the web
page, or by clicking the links from the ‘Organism List’
page (Figure 2). All the transport proteins are listed in a
tabular format with predicted substrate or function. A hier-
archical top-down structure was deployed for easy data
access, which arranges transporters in the orders of kingdom
(bacteria, archaea or eukaryota), organism, transporter type,
transporter family/subfamily and transport protein. Each
transport protein is presented in separate web pages where
users can find detailed information such as transporter
substrate/function annotation, TC classification, transmem-
brane segment prediction by TMHMM (9), genomic locus
information, protein/DNA sequence, etc. Evidence types
associated with functional annotation are included, such as

hidden Markov models [Pfam (10) and TIGRfam (11)],
BLAST (12) and COG (13) data. Cross-referenced links to
external database are also provided, including Entrez Gene
(14), TIGR’s Comprehensive Microbial Resource (CMR)
(15), MIPS (16), EcoCyc (17) and PubMed. A keyword-
based text search is available for users to search by criteria
such as transporter type, transporter family, transporter pro-
tein name or substrate. The results are grouped
by transporter family and organism. Each result contains
links to individual family and protein pages. The protein
and DNA sequences in TransportDB are readily available
for BLAST search. Users can submit a single peptide or
nucleotide sequence in the ‘Blast’ section. The output of
the BLAST search includes transporter family information
(TC number, family name) in addition to the standard
features.

Figure 2. Graphic illustrations of the TransportDB web interface describing 3D structures of membrane transporters. These structures are listed in a tabular
format and arranged by transporter families. Information on structure description, method and resolution are included. Cross-referenced links to PDB, PDB_TM,
MMDB, Entrez Gene and PubMed are also provided.
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The relational database format allows easy manipulation of
the data stored in TransportDB. An overview page is accessi-
ble for each organism, summarizing its complete transporter
content, including transporter types and individual transporter

families, and their statistics. Users can choose any two or
more organisms from the ‘Compare Organisms’ section to
compare their transport gene complement. All these results
are generated on the fly to reflect the most recent updates.

Figure 3. Graphic illustrations of the TransportDB web interface describing outer membrane channels. Proteins are presented in a tabular format. Each outer
membrane channel has individual pages showing supporting bioinformatic evidence, protein/DNA sequence, publications and cross-referenced external links,
etc. Users can also pull out a list of outer membrane channels from a specific organism, or a list of proteins from a specific family in all organisms.

Nucleic Acids Research, 2007, Vol. 35, Database issue D277



In the ‘Phylogenetics’ section, users can view the pre-
computed neighbor-joining trees for each of the transporter
families through an ATV java applet (18). This enables
users to access the up-to-date phylogenetic trees of every
transporter family, and to manipulate the trees to display sub-
trees, zoom in and out, or collapse subtrees to single nodes,
etc. Transport proteins in each family are also available for
download in FASTA or multiple sequence alignment formats.

RECENT FEATURE ENHANCEMENT

In addition to bioinformatic predictions, we have recently
begun to comprehensively track experimental evidence for
transporter gene function based on the primary literature.
We retrieved from Entrez (19) all related publications on
transport proteins in TransportDB by e-utilities (20), which
submitted queries containing gene name and organism to
NCBI server and returned the related literature. The publica-
tions on genomic sequencing and massive gene expression
studies were manually excluded. A total of 13 936 PubMed
entries were retrieved which covers 3862 transporters and
outer membrane channels. The abstracts of all these literature
as well as links to PubMed are accessible at the individual
transporter protein pages.

A new section has been added to TransportDB describing
experimentally determined 3D structures of membrane trans-
porters from crystallization or NMR-based studies. The data
to populate this new section were derived by searching our
entire collection of transport proteins against the protein
data bank (PDB) (21). A total of 273 structures were
retrieved, representing 98 transporters (multiple structures
are available for some transporters). On the TransportDB
website, these structures are listed in a tabular format and
arranged by transporter families (Figure 2). Information on
structure description, method and resolution are included.
Cross-referenced links to PDB, PDB_TM (22), MMDB
(23), Entrez Gene and PubMed are also provided. Membrane
transporters represent 3–12% of total proteins of various
organisms (2–4). Currently there are more than 39 000 struc-
tures deposited in the PDB. Membrane transporters are highly
underrepresented and consist of <1% of all structures. This
lack of representation reflects the difficulties in the purifica-
tion and crystallization of transporter proteins due to their
hydrophobic nature and solubility only in the presence of
detergents.

Another recently added section to TransportDB describes
outer membrane channels. Gram-negative bacteria and cer-
tain eukaryotic organelles, such as mitochondria and peroxi-
somes, are characteristically surrounded by an outer
membrane that shows little permeability for hydrophilic
solutes. Outer membrane proteins form nonspecific diffusion
channels across the outer membrane to allow the influx of
nutrients as well as the extrusion of wastes (24). A total of
4664 outer membrane channels from 142 organisms are cur-
rently annotated in TransportDB and classified into 38 fami-
lies according to the TC classification. These proteins are
listed in a tabular format in the ‘Outer Membrane Channels’
section (Figure 3). Each outer membrane channel has an indi-
vidual page showing supporting bioinformatic evidence,
protein/DNA sequences, publications and cross-referenced
external links. Users can also pull out a list of outer

membrane channels from a specific organism, or a list of pro-
teins from a specific family in all the organisms.

FUTURE PERSPECTIVES

In summary, TransportDB was developed as a relational
database for the comprehensive representation of cytoplasmic
membrane transport systems. This is the only active database
in the field dedicated to the comprehensive and comparative
study of membrane transporters and outer membrane chan-
nels in different organisms with fully sequenced genomes.
We are continuing to expand the TransportDB database to
incorporate data from newly published genomes. Trans-
portDB will be routinely updated with new annotation
information and with data from newly sequenced organisms.

New enhancements that we are focusing on for the short- to
medium-term future include the following: (i) Make our
transporter annotation pipeline available to the public through
our web portal so that they may customize it for their genome
annotation efforts. Over the past 4 years, we have undertaken
transporter annotation of over 60 unpublished genomes from
custom requests from a broad range of different research
groups (these data are not released to public until the publica-
tion of the relevant genome paper or until the genome data
has been deposited into the public databases). We believe
that providing access to our annotation pipeline through the
web will serve to fulfill the increasing demands of such
efforts. (ii) Add additional bioinformatic analyses to the
transporter annotation pipeline, such as examining the
genomic context of candidate genes, and increased use of
phylogenetic approaches. (iii) Move to using a controlled
vocabulary, a carefully selected list of words and phrases,
for membrane transporter substrate prediction, so that they
may be retrieved by searches more efficiently. The controlled
vocabulary for substrate prediction can also facilitate sub-
strate specificity comparisons and aid the automatic deriva-
tion of transport reaction equations for metabolic modeling
and flux balance analysis for different sequenced genomes.
As a starting point, we plan to use the hierarchical compound
lists that are defined in the MetaCyc database (25).
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Whole-genome transporter analyses have been conducted on 141 organisms whose complete genome sequences are
available. For each organism, the complete set of membrane transport systems was identified with predicted functions,
and classified into protein families based on the transporter classification system. Organisms with larger genome sizes
generally possessed a relatively greater number of transport systems. In prokaryotes and unicellular eukaryotes, the
significant factor in the increase in transporter content with genome size was a greater diversity of transporter types.
In contrast, in multicellular eukaryotes, greater number of paralogs in specific transporter families was the more
important factor in the increase in transporter content with genome size. Both eukaryotic and prokaryotic intracellular
pathogens and endosymbionts exhibited markedly limited transport capabilities. Hierarchical clustering of
phylogenetic profiles of transporter families, derived from the presence or absence of a certain transporter family,
showed that clustering patterns of organisms were correlated to both their evolutionary history and their overall
physiology and lifestyles.
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Introduction

Membrane transport systems play essential roles in cellular
metabolism and activities. Transporters function in the
acquisition of organic nutrients, maintenance of ion homeo-
stasis, extrusion of toxic and waste compounds, environ-
mental sensing and cell communication, and other important
cellular functions [1]. Various transport systems differ in their
putative membrane topology, energy coupling mechanisms,
and substrate specificities [2]. Among the prevailing energy
sources are adenosine triphosphate (ATP), phosphoenolpyr-
uvate, and chemiosmotic energy in the form of sodium ion or
proton electrochemical gradients.

The transporter classification system (http://www.tcdb.org/)
represents a systematic approach to classify transport systems
according to their mode of transport, energy coupling
mechanism, molecular phylogeny, and substrate specificity
[2–5]. Transport mode and energy coupling mechanism serve
as the primary basis for classification because of their
relatively stable characteristics. There are four major classes
of solute transporters in the transporter classification system:
channels, primary (active) transporters, secondary trans-
porters, and group translocators. Transporters of unknown
mechanism or function are included as a distinct class.
Channels are energy-independent transporters that transport
water, specific types of ions, or hydrophilic small molecules
down a concentration or electrical gradient; they have higher
rates of transport and lower stereospecificity than the other
transporter classes (e.g., Escherichia coli GlpF glycerol channel
[6]). Primary active transporters (e.g., Lactococcus lactis LmrP
multidrug efflux pump [7]) couple the transport process to a
primary source of energy (ATP hydrolysis). Secondary trans-
porters utilize an ion or solute electrochemical gradient, e.g.,
proton/sodium motive force, to drive the transport process. E.
coli LacY lactose permease [8,9] is probably one of the best
characterized secondary transporters [10]. Group transloca-
tors modify their substrates during the transport process. For
example, E. coli MtlA mannitol PTS transporter phosphor-

ylates exogenous mannitol using phosphoenolpyruvate as the
phosphoryl donor and energy source and releases the
phosphate ester, mannitol-1-P, into the cell cytoplasm
[11,12]. Each transporter class is further classified into
individual families and subfamilies according to their
function, phylogeny, and/or substrate specificity [3].
Since the advent of genomic sequencing technologies, the

complete sequences of over 200 prokaryotic and eukaryotic
genomes have been published to date, representing a wide
range of species from archaea to human. There are also more
than 1,100 additional genome sequencing projects currently
underway around the world (Gold Genomes Online Database,
http://www.genomesonline.org/) [13,14]. Convenient and ef-
fective computational methods are required to handle and
analyze the immense amount of data generated by the whole-
genome sequencing projects. An in-depth look at transport
proteins is vital to the understanding of the metabolic
capability of sequenced organisms. However, it is often
problematic to annotate these transport proteins by current
primary annotation methods because of the occurrence of
large and complex transporter gene families, such as the
ATP-binding cassette (ABC) superfamily [15,16] and the
major facilitator superfamily (MFS) [17,18], and the presence
of multiple transporter gene paralogs in many organisms. We
have been working on a systematic genome-wide analysis of
cellular membrane transport systems. Previously, we reported
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a comprehensive analysis of the transport systems in 18
prokaryotic organisms [19,20] and in yeast [21]. Here we
expand our analyses to 141 species and compare the
fundamental differences in membrane transport systems in
prokaryotes and eukaryotes. Phylogenetic profiling of trans-
porter families and predicted substrates was utilized to
investigate the relevance of transport capabilities to the
overall physiology of prokaryotes and eukaryotes.

Results/Discussion

Numbers of Recognized Transporter Families and Proteins
A total of 40,678 transport proteins from 141 species (Table

S1), including 115 Eubacteria, 17 Archaea, and 9 Eukaryota,
were predicted by our analysis pipeline. They were classified
into 134 families, including 7 families of primary trans-
porters, 80 families of secondary transporters, 32 channel
protein families, 2 phosphotransferase systems (PTSs), and 13
unclassified families. Some of these families are very large
superfamilies with numerous members, such as the ABC
superfamily and MFS, both of which are widely distributed in
Eubacteria, Archaea, and Eukaryota. Some are small families
with only a single or a few members. The distribution of
transporter families varies significantly across the three
domains of life (Figure 1). There are 42 eukaryotic-specific
families, mostly ion channel families that exist exclusively in
multicellular eukaryotic organisms like Drosophila melanogaster,
Arabidopsis thaliana, and humans. These channels are involved
in processes like cell communication, signal transduction, and
maintenance of internal homeostasis in a multicellular
environment. Most of these families are restricted to a single
organismal type. Many of them may have arisen later during
evolution, after the separation of the three domains.

Alternatively, some families may have diverged too exten-
sively from their prokaryotic counterparts to be recognized
as homologs. Interestingly, a bacterial homolog to the
previously described ‘‘eukaryotic-specific’’ glutamate-gated
ion channel (GIC) family of neurotransmitter receptors has
now been characterized in Synechocystis [22,23], and its
orthologs have been identified in other sequenced Cyanobac-
teria. The Synechocystis transporter binds glutamate and forms
a Kþ-selective ion channel. These observations suggest that
eukaryotic GIC family transporters arose from a primordial
prokaryotic counterpart.
There are 38 prokaryotic-specific transporter families, of

which 22 families exist exclusively in Eubacteria, such as the
bacterial sugar PTS systems (see below), and 16 are shared by
Eubacteria and Archaea. In contrast to eukaryotic-specific
families, which are usually limited to single species, the
majority of prokaryotic-specific ones are broadly distributed
among prokaryotes. There are no Archaea-specific trans-
porter families currently known. Due to the very limited
experimental characterization of Archaea species relative to
Eubacteria and Eukaryota, many aspects of the physiology
and biochemistry of Archaea are poorly understood [24]. We
compared the annotation of membrane proteins in selected
species of Archaea and Eubacteria in The Institute for
Genomic Research’s Comprehensive Microbial Resource
database [25]. The percentage of the membrane proteins
assigned to the role category of ‘‘hypothetical proteins’’ is
significantly greater in Archaea than in Eubacteria (Figure
S1). These observations suggest that the sparse functional
characterization could be the primary reason for the lack of
any known Archaea-specific transporter families.
There are 41 transporter families represented in all three

domains of life, highlighting the fundamental importance of
these families. These are presumably very ancient families
shared by the last common ancestor of Archaea, Eukaryota,
and Eubacteria. Most of them were found within the
secondary transporter class. These ubiquitous transporter
families function in the transport of a diverse spectrum of
substrates, including sugars, amino acids, carboxylates,
nucleosides, and various cations and anions. There are 14
families shared by Eubacteria and Eukaryota and 16 shared by
Eubacteria and Archaea. Some of these families shared only
in two domains may ultimately be discovered in all three
domains once a greater diversity of organisms is sequenced.

Figure 1. Venn Diagram Showing the Distribution of Transporter

Families across the Three Domains of Life

DOI: 10.1371/journal.pcbi.0010027.g001
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Membrane Transport Systems in 141 Organisms

Synopsis

Membrane transporters are the cell’s equivalent of delivery vehicles,
garbage disposals, and communication systems—proteins that
negotiate through cell membranes to deliver essential nutrients,
eject waste products, and help the cell sense environmental
conditions around it. Membrane transport systems play crucial roles
in fundamental cellular processes of all organisms. The suite of
transporters in any one organism also sheds light on its lifestyle and
physiology. Up to now, analysis of membrane transporters has been
limited mainly to the examination of transporter genes of individual
organisms. But advances in genome sequencing have now made it
possible for scientists to compare transport and other essential
cellular processes across a range of organisms in all three domains
of life.

Ren and Paulsen present the first comprehensive bioinformatic
analysis of the predicted membrane transporter content of 141
different prokaryotic and eukaryotic organisms. The scientists
developed a new computational application of the phylogenetic
profiling approach to cluster together organisms that appear to
have similar suites of transporters. For example, a group of obligate
intracellular pathogens and endosymbionts possess only limited
transporter systems in spite of the massive metabolite fluxes one
would expect between the symbionts and their host. This is likely
due to the relatively static nature of their intracellular environment.
In contrast, a cluster of plant/soil-associated microbes encode a
robust array of transporters, reflecting the organisms’ versatility as
well as their exposure to a wide range of different substrates in their
natural environment.



The overall quantity of recognized transport proteins
(Figure 2A) and the percentage relative to the total number
of open reading frames (ORFs) (Figure 2B) were compared
for the organisms analyzed. Between 2% and 16% of ORFs in
prokaryotic and eukaryotic genomes were predicted to
encode membrane transport proteins, emphasizing the
importance of transporters in the lifestyles of all species. In
general, eukaryotic species, especially multicellular eukary-
otic organisms, exhibit the largest total number of transport
proteins, e.g., Drosophila (682 transport proteins, 3.7% of
ORFs), Arabidopsis (882, 3.5%), Caenorhabditis elegans (669,
4.1%), and humans (841, 3.0%). However, the transport
proteins of eukaryotic species account for a relatively smaller
percentage of total ORFs than in Eubacteria (average 9.3% 6

2.9%) and Archaea (average 6.7% 6 2.3%) species. Consid-
erable variations in the quantity of transport proteins have
been observed among species belonging to the same
phylogenetic group. For example, a-Proteobacteria species
exhibit a wide variety of lifestyles and corresponding differ-

ences in transporter content; they range from rhizosphere-
dwelling organisms such as Mesorhizobium loti and Sinorhi-
zobium meliloti [26] with 883 (12.1%) and 826 (13.3%) transport
proteins each, to obligate intracellular pathogens or sym-
bionts such as Rickettsia prowazekii and Wolbachia sp. with 57
(6.8%) and 65 (5.4%) transport proteins, respectively. Overall,
prokaryotic obligate endosymbionts and intracellular patho-
gens, as well as the eukaryotic intracellular parasites
(Plasmodium falciparum [27] and Encephalitozoon cuniculi [28]),
possess the most limited repertoire of membrane trans-
porters.

Genome Size versus Diversity of Transporter Families and

Numbers of Paralogs
Organisms with a larger genome size and therefore more

ORFs generally encode a greater number of transporters
[19,29]. In addition to transporters, regulatory genes, secon-
dary metabolism genes, and transcription factors, also appear
to increase with genome size [29–31]. Two major factors could

Figure 2. Numbers of Recognized Transport Proteins and Percentage of Total ORFs

The overall numbers of recognized transport proteins (A) and percentage of total ORFs encoding transport proteins (B) were compared for the 141
organisms analyzed. Species from distinct phylogenetic groups are labeled with different colors. The prokaryotic and eukaryotic obligate intracellular
parasites/pathogens are marked with red stars.
DOI: 10.1371/journal.pcbi.0010027.g002
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contribute to the expansion of transporters in organisms with
large genome sizes: (1) an increased number of distinct
transporter families, and (2) a higher degree of gene
duplication or expansion, leading to a greater number of
paralogs in certain transporter families. To investigate the
relationship between genome size and these two factors, we
plotted the total number of ORFs from 141 organisms as a
function of either the number of distinct transporter families
(Figure 3A), or the average number of paralogs per family

(Figure 3B). Prokaryotes and eukaryotes exhibit distinct
differences. For prokaryotic species, there is a relatively
linear relationship between the genome size and the number
of transporter families (R2 ¼ 0.54) or average number of
paralogs (R2 ¼ 0.65). As genome size increases, the rate of
increase in the number of families per organism is approx-
imately eight times greater than that of the average number
of paralogs per family. The increase in genome size can only
partially explain the expansion of transporter families and

Figure 3. Number of Total ORFs versus Number of Distinct Transporter Families or Average Number of Paralogs per Family

The number of total ORFs in the genome for each of the 141 sequenced prokaryotic and eukaryotic organisms (x-axis) was plotted as a function of
either the number of distinct transporter families (A) or the average number of paralogs per family (B) (y-axis). Blue diamonds represent prokaryotic
organisms and red squares represent eukaryotic organisms. Trend line and power correlation R2 value are shown for prokaryotes and eukaryotes,
respectively. A group of a-Proteobacteria are enclosed by a circle (see text for discussion).
DOI: 10.1371/journal.pcbi.0010027.g003
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paralogs (as indicated by the correlation R2 value). The strain-
specific properties and lifestyles could also have an impact.
For example, a group of a-Proteobacteria exhibit the most
paralogs per family but have relatively lower diversity of
transporter families. These organisms include rhizobial
microsymbionts M. loti, S. meliloti, and Bradyrhizobium japonicum
[26], and a closely related plant pathogen, Agrobacterium
tumefaciens (enclosed by a circle on Figure 3). All of these
organisms have more ABC transporters than any other
sequenced organisms [29]. ABC family transporters mediate
the uptake of a variety of nutrients and the extrusion of drugs
and metabolite wastes. Having a large complement of high-
affinity ABC uptake systems may be an advantage for
organisms in the competition among microbes for nutrients.
Two Streptomyces species, St. avermitilis and St. coelicolor, also
exhibit a similar trend, with a significant expansion of the
ABC and MFS family transporters.

The number of eukaryotic species analyzed is smaller, so it
is more difficult to draw robust conclusions. The single-celled
eukaryotes such as the yeasts appear to display characteristics
similar to those of the prokaryotes, showing expansions in
both transporter families and paralogs as genome size
increases, with the former being a more important factor.
However, in multicellular eukaryotic organisms such as
animals and plants, the tremendous number of paralogs in
certain transporter families accounts for a significant portion
of the increase of transporters. Although multicellular
eukaryotes exhibit fewer transporter families than some of
the prokaryotic species, they have generated an extraordinary
number of paralogs by gene duplication or expansion within
certain families, like the ABC superfamily, MFS, and the
voltage-gated ion channel superfamily. For example, the
Arabidopsis genome encodes 110 paralogs of the ABC super-
family [32,33] and 92 paralogs of the MFS.

These differences in the relative abundances of transporter
paralogs and distinct transporter families probably represent
fundamental differences in transporter needs or priorities of

these organisms. Multicellular organisms with many appa-
rently redundant transporter paralogs appear to be utilizing
a strategy of specialization. Many of their closely related
paralogous transporters are presumably expressed only in
specific tissues or subcellular localizations, or at specific
developmental time points. Many appear to be involved in
cell–cell communication and signal transduction processes,
emphasizing the importance of intercellular communication
in complex multicellular organisms. In contrast, the single-
celled prokaryotes and eukaryotes, with relatively fewer
paralogs but a greater emphasis on numbers of different
families of transporters, appear to be utilizing a strategy of
diversification. This probably reflects that one of the primary
roles of membrane transport systems in these organisms is
nutrient acquisition. A greater diversity of transporter types
presumably allows for a broader range of substrate utiliza-
tion.

Distribution of Transporter Types According to Energy
Coupling Mechanism
A wide range of variations were observed in the relative

usage of energy coupling mechanisms to drive transport
processes among the prokaryotes and eukaryotes analyzed.
Table 1 shows the relative percentage of each transporter
type in organisms from major phylogenetic groups. Trans-
porters were categorized into five major types according to
transport mode and energy coupling mechanism: primary
transporters, secondary transporters, ion channels, group
translocators, and unclassified. Primary and secondary
carriers are ubiquitous, being present in all organisms
analyzed. However, their percentage among the total trans-
porters varies greatly (12%–78% for primary carriers and
17%–80% for secondary carriers). In prokaryotic and
unicellular eukaryotic systems, primary and secondary car-
riers are the predominant types of transporters, together
contributing more than 90% of the total transporters.

Table 1. The Relative Percentage of Each Transporter Type within Major Phylogenetic Groups

Phylogenetic Groupa Primary Transporters Ion Channels Secondary Transporters PTSs Unclassified

Archaea (17) 39.1% 6 10.4% 6.8% 6 4.2% 52.0% 6 12.1% NF 2.3% 6 2.0%

Actinobacteria (12) 46.2% 6 10.7% 3.4% 6 1.4% 48.0% 6 9.3% 1.1% 6 1.2% 1.4% 6 1.0%

Chlamydia (5) 39.9% 6 3.8% NF 49.6% 6 3.1% 8.3% 6 1.1% 2.2% 6 0.1%

Cyanobacteria (8) 51.7% 6 8.0% 8.4% 6 2.5% 38.3% 6 7.6% NF 1.6% 6 0.5%

Firmicutes (30) 45.6% 6 11.9% 4.2% 6 1.6% 38.7% 6 15.2% 10.9% 6 6.1% 1.1% 6 1.0%

Proteobacteria-alpha (10) 43.9% 6 12.4% 2.9% 6 2.0% 50.0% 6 13.1% 1.5% 6 1.6% 1.6% 6 1.3%

Proteobacteria-beta (6) 41.0% 6 6.8% 3.2% 6 0.7% 51.4% 6 7.5% 2.5% 6 1.3% 2.0% 6 1.8%

Proteobacteria-gamma (27) 30.8% 6 5.6% 5.1% 6 2.0% 55.6% 6 9.3% 7.2% 6 7.2% 1.4% 6 1.0%

Proteobacteria-delta (2) 48.5% 6 8.3% 6.0% 6 0.6% 42.1% 6 5.7% 1.8% 6 2.5% 1.7% 6 0.4%

Proteobacteria-epsilon (3) 34.7% 6 3.4% 4.7% 6 2.5% 57.6% 6 2.5% NF 3.0% 6 0.8%

Spirochetes (4) 45.3% 6 16.1% 3.1% 6 2.3% 44.2% 6 8.6% 5.9% 6 8.4% 1.6% 6 1.2%

Fungi (3) 15.3% 6 2.5% 4.2% 6 0.3% 77.9% 6 2.2% NF 1.8% 6 0.2%

Protozoa (1) 48.4% 1.6% 50.0% NF 0.0%

Microsporidia (1) 41.9% 11.6% 46.5% NF 0.0%

Nematodes (1) 11.7% 31.1% 56.5% NF 0.6%

Insects (1) 13.7% 27.9% 56.6% NF 1.4%

Plants (1) 20.2% 11.9% 65.5% NF 2.4%

Primates (1) 14.9% 43.3% 38.9% NF 1.6%

aNumber of organisms analyzed is indicated in the parenthesis.

NF, not found.

DOI: 10.1371/journal.pcbi.0010027.t001
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Channel proteins make up a greater percentage (12%–43%)
in higher eukaryotic organisms.

Compared to eukaryotes, prokaryotic organisms rely
heavily on primary active transporters, largely because of
the usage of ABC uptake systems that are absent in
eukaryotes [34]. Organisms with the highest percentage of
primary transporters generally belong to one of the three
groups. (1) The first group includes organisms that lack a
citrate cycle and an electron transfer chain, and therefore can
only generate a proton motive force by indirect methods such
as substrate-level phosphorylation followed by ATP hydrol-
ysis. These organisms include Mycoplasma spp., spirochetes,
Streptococcus spp., Tropheryma whipplei, Mycobacterium leprae,
Thermoanaerobacter tengcongensis, and Thermotoga maritime. ATP
is their primary source of energy, and therefore is most
frequently used to drive nutrient uptake and maintain ion
homeostasis. (2) The second group includes photosynthetic
organisms with the ability to synthesize an ATP pool via
photosynthesis, including Synechocystis sp., Nostoc sp., and
Thermosynechococcus elongates. (3) The third group is a group
of a-Proteobacteria that possess a significant expansion of the
ABC superfamily [29], including soil/plant-associated bacte-
ria, such asM. loti [26], S. meliloti [26], A. tumefaciens, and related
human/animal pathogens such as Brucella suis. Unlike the first
two groups, in which the usage of primary transporters seems
to be predicated on bioenergetic constraints, the expansion
of the ABC transporter family in these a-Proteobacteria does
not have any obvious energetic explanations. Instead, it may
reflect an organismal requirement for high-affinity transport
since ABC transporters typically show higher substrate
affinities than most secondary transporters.

The PTS is only present in a subset of Eubacteria, while
completely lacking in Archaea and Eukaryota. Gram-negative
enteric bacteria, such as E. coli, Shigella flexneri, and Salmonella
typhimurium, as well as Gram-positive species associated with
the human gastrointestinal tract, like Listeria monocytogenes and
Lactobacillus plantarum, encode the most abundant PTS
systems. Owing to the absorption capacity and efficiency of
the intestine, these species have to compete with hundreds of
other types of bacteria in an environment containing only
small amounts of free carbohydrates or other easily absorb-
able forms of nutrients. The enrichment of sugar PTS systems
in these species could be an advantage to thrive in their
ecological niches.

Channel proteins contribute a relatively smaller percent-
age of transporters in the prokaryotic species we analyzed,
and their functions in vivo are largely unknown. Nine
organisms lack recognizable channels, including Chlamydia
spp., T. whipplei, Treponema pallidum, Wolbachia sp., and R.
prowazekii, all of which are obligate intracellular pathogens/
symboints. All other prokaryotic species, including all
extremophiles sequenced to date, encode channel proteins,
suggesting these channels could function in responding
promptly to osmotic and other environmental stresses [35].
Intracellular pathogens and endosymbionts may not need
water or ion channels because of their relatively static
intracellular environment and may largely depend on their
host organisms for maintenance of ion homeostasis.

The percentage of channel proteins increases significantly
in multicellular eukaryotes. In animals, these consist largely
of ion channels with communication roles, such as in signal
transduction, or roles as sensors for external stimuli. For

example, members in the ligand-gated ion channel family [36]
and the GIC family [37] are activated by major excitatory
(glutamate) and inhibitory neurotransmitters (GABA) and
participate in neuronal communication in the brain [38].
Recent studies show that some subunits of ligand-gated ion
channels and GIC-type channels are expressed prominently
during embryonic and postnatal brain development, while
others are expressed mainly in the adult brain, suggesting
that a switch in subunit composition may be required for
normal brain development [38]. In plants, approximately
one-third of the channel proteins are aquaporins (water
channels) [39], many of which show a cell-specific expression
pattern in the root, emphasizing the importance of regulating
and maintaining turgor pressure through the plant [40].
Three fungal species, Saccharomyces cerevisiae, Schizosacchar-

omyces pombe, and Neurospora crassa, possess the largest portion
of secondary transporters (76%–80%), mainly because of the
prominent gene expansion of two types of functionally
diverse MFS family transporters: (1) drug efflux pumps, which
could play roles in the secretion of secondary metabolites,
toxic compounds, and signaling molecules, and (2) sugar
symporters, which could allow a broader range of sugar
utilization [41,42].

Phylogenetic Profiling of Transporter Family and
Substrate Shows Strong Correlations to Organisms’
Overall Physiology
The phylogenetic profile of a given protein is a string that

encodes the presence or absence of that protein in every fully
sequenced genome. Proteins that function together in a
pathway or a common structural complex are likely to evolve
in a correlated fashion, and therefore tend to be either
preserved or eliminated together in a new species during
evolution [43,44]. Phylogenetic profiling has been an effective
way to detect conserved core genes, species-specific gene
families, lineage-specific gene family expansions [45], and
subcellular localization of proteins [46]. It can also facilitate
the prediction of physical and functional interactions and
assist in the deduction of the functions of genes that have no
well-characterized homologs [47,48].
We have undertaken a novel application of phylogenetic

profiling to investigate the presence or absence of trans-
porter protein families across sequenced genomes. To our
knowledge this represents the first application of a phyloge-
netic profiling approach using protein families rather than
individual proteins as the unit of comparison. With the data
on membrane transport systems from 141 fully sequenced
organisms, we were able to construct the phylogenetic
profiles for each transporter family (Figures 4 and S2).
Hierarchical clustering of phylogenetic profiles showed a
strong correlation between the observed clustering pattern
and phylogeny, with Eubacteria, Archaea, and Eukaryota
clearly separated into different clusters. Inside the bacterial
cluster, Gram-positive bacteria, Proteobacteria, Chlamydia,
and Cyanobacteria are also clearly defined into different
groups. Given that the profiling approach solely utilizes
presence or absence of a transporter family and does not use
sequence similarity directly, this indicates that the types of
transporters utilized by organisms are related to their
evolutionary history. Additionally, the clustering appears to
be influenced by habitat or lifestyle of organisms. For
example, the obligate intracellular pathogens/symbionts and
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a collection of soil/plant-associated microbes are separated
into two distinct superclusters (Figure 5).

The obligate intracellular pathogens/symbionts cluster
includes a group of phylogenetically diverse organisms,
including Chlamydia spp. (pathogens); c-Proteobacteria such
as Buchnera spp., Wigglesworthia glossinidia brevipalpis, and
Candidatus Blochmannia floridanus (endosymbionts); a-Proteo-
bacteria such as Wolbachia sp. (endosymbiont) and R.
prowazekii (pathogen); Gram-positive-like organisms Mycoplas-
ma spp. and T. whipplei (pathogens); Spirochetes such as Tr.
pallidum and Borrelia burgdorferi (pathogens); and an archaeal
symbiont, Nanoarchaeum equitans. Organisms in this cluster
share an obligate intracellular lifestyle as well as reduced
genome size. The clustering does not appear to be due to
genome size alone as nonobligate intracellular organisms
with small genome sizes do not fall into this cluster. One
possibility is that the transport needs of these obligate

intracellular organisms are more specialized than those of
environmental organisms because of the much more static
nature of their intracellular environments. This may have
allowed them to shed, for example, transporters for alter-
native nitrogen/carbon sources, osmoregulatory functions,
and ion homeostasis. Similar to their prokaryotic counter-
parts, two eukaryotic intracellular parasites, P. falciparum and
En. cuniculi, form a distinct cluster separate from the other
eukaryotes.
The soil/plant-associated microbe cluster also contains

species from various phylogenetic groups, such as Actino-
bacteria (Corynebacterium and Streptomyces), Firmicutes (Bacillus
and Oceanobacillus), a-Proteobacteria (Brucella, Agrobacterium,
Mesorhizobium, Sinorhizobium, and Bradyrhizobium), b-Proteobac-
teria (Bordetella and Ralstonia), c-Proteobacteria (Pseudomonas
and Rhodopseudomonas), d-Proteobacteria (Geobacter), Deino-
coccus (Deinococcus radiodurans), Planctomycetes (Pirellula sp.),

Figure 4. Phylogenetic Profiling of Transporter Families

Phylogenetic profiles were created for each transporter family. Each profile is a string with 141 entries (number of organisms analyzed). If a given family
is present in an organism, the value one is assigned at this position (red). If not, zero is assigned (black). Organisms and transporter families were
clustered according to the similarity of their phylogenetic profiles.
DOI: 10.1371/journal.pcbi.0010027.g004
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and Bacteroidetes (Bacteroides thetaiotaomicron). All of these
organisms possess a robust collection of transporter systems.
It is unlikely that these species are merely clustered by their
genome sizes because some species in this cluster have
relatively smaller genome sizes, like Corynebacterium efficiens
(3.0 Mb), D. radiodurans (3.2 Mb), and Brucella melitensis (3.2
Mb). In addition, hierarchical clustering of organisms
exclusively by genome size generates clusters with no
apparent phylogenetic relationship (data not shown). The
similarity of phylogenetic profiles of organisms in this cluster
probably reflects the versatility of these organisms and their
exposure to a wide range of different substrates in their
natural environment. The majority of species in this cluster
can be free-living in the soil, and some are capable of living in
a diverse range of environments. They generally share a
broad range of transport capabilities for plant-derived
compounds specifically and for organic nutrients in general.
Interestingly, some of the human pathogens, e.g., Bordetella,
Brucella, Bacillus anthracis [26], and Bacteroides thetaiotaomicron,
are also grouped in this cluster. All of these pathogens have
close relatives that are soil- or plant-associated environ-
mental organisms [49–52], so their transport capabilities
probably reflect a combination of their evolutionary heritage,
original environmental niche, and current transport needs.

To compare the transport capabilities of organisms in the
intracellular pathogen/symbiont cluster and the soil/plant-
associated microbe cluster, we carried out statistical analysis
on their number of transporters, percentage of ORFs
encoding transport proteins, and compositions in each
transporter type (data not shown). Organisms in the soil/

plant-associated microbe cluster on average have about eight
times as many transporters as those in the intracellular
organism cluster (p , 0.0001; p-value denotes the confidence
level that the correlation observed is significantly different
from the null hypothesis). The difference in the relative
percentage of ORFs that are transporters is smaller but still
significant (1.5-fold increase, p , 0.0001), suggesting that
systematic gene loss and genome compaction is one of the
important factors in reducing the number of transport
proteins in intracellular organisms. The residual transport
systems conserved in these obligate intracellular organisms
probably belong to the core essential genes required for the
acquisition of key nutrients and metabolic intermediates. For
example, a glutamate transporter is encoded in two obligate
endosymboints: the GltP glutamate:proton symporter
(DAACS family) [53] in Candidatus Blochmannia floridanus, and
GltJKL ABC transporter [54] in Wigglesworthia glossinidia
brevipalpis. These organisms have a truncated citrate cycle
that begins with a-ketoglutarate and ends with oxaloactetate
[55]. Their citrate cycle could be closed by the transamination
of the imported glutamate to aspartate, catalyzed by an
aspartate aminotransferase (AspC) that uses oxaloactetate as
a cosubstrate and produces a-ketoglutarate. As to the
distribution of transporter types, there is no significant
difference between these two clusters although intracellular
organisms show a higher degree of variation in each trans-
porter type than the plant/soil-associated microbes. These
variations may reflect the unique internal environment inside
the host cells. All these observations illustrate how adaptation
of an organism to certain living conditions leads to changes
in its transporter repertoire and at the same time determines
the set of transporters that the organism cannot afford to
lose.
In addition to investigating the relationship between

organisms based on their transporter profiles, we also
examined the clustering of transporter families. The essen-
tially ubiquitous families, like ABC, MFS, P(F)-type ATPase,
that are present in virtually every organism we analyzed, are
clustered together. Eukaryotic-specific families, most of
which are single-organism-specific ion channels, are grouped
together. Interestingly, the sodium-ion-dependent families,
like neurotransmitter:sodium symporter, alanine/glycine:ca-
tion symporter, solute:sodium symporter, and divalent
anion:sodium symporter [56–58], are clustered together.
Transporters in these families are all symporters that utilize
the sodium ion gradient to transport amino acid, solute, and/
or divalent ions into cytoplasm. This clustering may suggest
that these families co-occur in a specific set of organisms,
presumably those reliant on sodium-ion-driven transport.
Previous studies have shown that transporters with similar

functions characteristically cluster together in phylogenetic
analyses; hence, substrate specificity appears to be a
conserved evolutionary trait in transporters [19,20,59,60].
The phylogenetic profiles of predicted substrates for all 141
organisms were generated and clustered by MeV (see Figure
S3). Overall, similar patterns were observed as with the
clustering by families. Organisms were grouped together
either by their phylogenetic history or by their physiology or
living habits. Ubiquitous substrates (e.g., cation, amino acid,
sugar, and phosphate) and eukaryotic-specific substrates (e.g.,
cholesterol, UDP-sugars, and phosphoenolpyruvate) each
form distinct clusters.

Figure 5. Hierarchial Clustering of Phylogenetic Profiles of Obligate

Intracellular Pathogens/Symbionts versus Soil/Plant-Associated Microbes

Detailed view of two clusters of organisms generated by hierarchical
clustering of their phylogenetic profiles of transporter families: obligate
intracellular pathogens/symbionts and soil/plant-associated microbes.
DOI: 10.1371/journal.pcbi.0010027.g005
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Distribution of Transporter Families among Species in the
Same Genus

With the transporter data from a great diversity of
sequenced organisms, we were able to compare the distribu-
tion of transporter families in closely related species (i.e.,
from the same genus) (Figures 6 and S4). In most of the cases
we studied, species from the same genus share highly parallel
distributions of transporter families. For example, three
Pseudomonas species, Ps. aeruginosa [61], Ps. putida [62] and Ps.
syringae [63], all of which are metabolically versatile soil/plant-
associated bacteria, show highly similar patterns of trans-
porter family distribution. Among the 66 transporter families
present in this genus, 47 are shared by all three species and 14
are shared by two species (Figure 6A). All three species
encode transporters for a diverse spectrum of substrates,
including sugars, amino acids, peptides, carboxylates, and
various cations and anions.

The distribution of transporter families in three Coryne-
bacterium species represents an exception. Co. glutamicum [64]
and Co. efficiens [65] are widely used in the industrial
production of amino acids like glutamic acid and lysine by
fermentation. The closely related Co. diphtheriae [66], however,
is a human pathogen causing the respiratory illness diph-
theria and lacks amino acid productivity. Compared to the
other two species, Co. diphtheriae shows a dramatically differ-
ent transporter family profile (Figure 6B). There are eight
families specific to Co. diphtheriae, while only one for Co.
glutamicum and three for Co. efficiens. More importantly, Co.
diphtheriae uses totally different mechanisms to transport
potassium ion and C4-dicarboxylates than the other two
species. In Co. diphtheriae, potassium ions are transported into
cytoplasm via a Trk family Kþ:Hþ symporter [67], while both
Co. glutamicum and Co. efficiens encode a KUP family potassium
ion uptake permease [68]. Co. diphtheriae utilizes the DcuABC
antiporter system [69] for the uptake of C4-dicarboxylate,
while the other species use the ATP-independent tripartite
periplasmic symporter systems (TRAP-T family) [70]. The
common orthologs of transporters in families specific to one
or two Corynebacterium species were identified in sequenced
high-GC Gram-positive bacteria, and the phylogenetic trees
were constructed by the neighbor-joining method (data not
shown). For those families with orthologs in Co. glutamicum
and Co. efficiens but not in Co. diphtheriae, orthologs were also
identified in the majority of high-GC Gram-positive species.
The trees of transport protein are similar to the 16S rRNA
tree, suggesting certain transporter families in Co. efficiens are
missing because of specific gene losses. By contrast, Co.
diphtheriae–specific transporter families, like Dcu, DcuC, and
Trk families, tend to have either no apparent orthologs or
only distantly related homologs in other sequenced high-GC
Gram-positive species, suggesting possible evolutionary gene
acquisition events in Co. diphtheriae. The recent finding that
both gene loss and horizontal gene transfer are responsible
for the functional differentiation in amino acid biosynthesis
of the three Corynebacterium species [71] further supports this
conclusion.

All three Corynebacterium species share 41 transporter
families. Interestingly, although Co. diphtheriae shows no
amino acid productivity and has a reduced genome size
[71], all the major types of amino acid exporters in Co.
glutamicum [72] are conserved in Co. diphtheriae, e.g., the LysE

family transporter for the export of basic amino acids, the
RhtB family transporter for threonine efflux, the ThrE family
transporter for threonine and serine export, and the LIV-E
family transporter (BrnFE in Co. glutamicum), which is a two-
component efflux pump exporting branched-chain amino
acids [73]. The only difference observed among these
organisms is the number of paralogs in the RhtB family:
three in Co. glutamicum, two in Co. efficiens, and only one in Co.
diphtheriae. The phylogenetic tree of the RhtB family suggests
that gene duplication took place in the common ancestor of
Corynebacterium, and that specific gene loss was responsible for
the single RhtB transporter in Co. diphtheriae.

Conclusion
The rapid expansion of complete genome sequencing

enabled us to conduct analyses of transporter capabilities
on the whole-genome level. By comparing the membrane
transport systems in Eubacteria, Archaea, and Eukaryota, we
could draw conclusions as follows. (1) Eukaryotic species
generally encode a larger number of transporters, but
transporters account for a smaller percentage of total ORFs
in eukaryotic than in prokaryotic species. Prokaryotic
obligate intracellular pathogens and endosymbionts, as well
as the eukaryotic parasites, possess the most limited reper-
toire of membrane transporters. (2) Organisms with a larger
genome size tend to have a higher number of transporters. In
prokaryotes and unicellular eukaryotes, this increase is

Figure 6. Venn Diagrams Showing the Distribution of Transporter

Families among Species Belonging to the Same Genus

(A) Transporter family distribution among three Pseudomonas species.
(B) Transporter family distribution among three Corynebacterium species.
DOI: 10.1371/journal.pcbi.0010027.g006
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primarily due to increased diversity of types of transporter.
In multicellular eukaryotes, this increase is largely due to the
greater number of paralogs by gene duplication or expansion
in certain transporter families. (3) The distribution of
different transporter types according to transport mode
and energy coupling mechanism generally correlates with
organisms’ primary mechanism of energy generation. Com-
pared to eukaryotes, prokaryotic species rely heavily on
primary (active) transporters. Primary type transporters in
Eubacteria and Archaea account for a much larger percent-
age of total transporters than any other transporter type.
This phenomenon may be related to the absence of ABC-type
uptake permeases in eukaryotes and, in some cases, the
bioenergetic requirements and environmental constraints of
prokaryotic organisms. (4) Energy-independent channel
proteins are far more numerous in multicellular organisms
and are often involved in cell–cell communication and signal
transduction processes. Many channels are restricted to a
single organismal type. The expression of different subunits
of a channel in a timely fashion may be an essential step
during embryonic development in mammals. (5) The PTS is
only present in a subset of Eubacteria, and is completely
absent in Archaea and Eukaryota. The expansion of sugar
PTS systems in species dwelling in the gastrointestinal tract
could provide the advantage to thrive in their ecological
niches. (6) Hierarchical clustering of the phylogenetic profiles
of transporter families showed that the distribution of
transporter families appears to reflect a combination of
evolutionary history and environment and lifestyle factors. (7)
The distribution pattern of transporter families in species
belonging to the same genus is usually parallel, with some
notable exceptions that may reflect specific environmental
differences.

Materials and Methods

We developed a semi-automated pipeline to annotate transport
systems genome-wide, input the data into TransportDB database, and
visualize the result through a Web interface [74]. The complete
protein sequences from specific organisms were first searched against
our curated database of transport proteins for similarity to known or
putative transport proteins using BLAST [75,76]. All of the query
proteins with significant hits (E-value , 0.001) were collected and
searched against the NCBI nonredundant protein database and Pfam
database [77]. Transmembrane protein topology was predicted by
TMHMM [78]. A Web-based interface was created to facilitate the
annotation processes, which incorporates number of hits to the
transporter database, BLAST and HMM search E-value and score,
number of predicted transmembrane segments, and the description
of top hits to the nonredundant protein database. We also set up
direct links between transporter classification family and COG
classification [79] so that COG-based searches can inform the
transporter annotation. The results can be viewed at the Trans-
portDB Web site (http://www.membranetransport.org/).

To analyze the phylogenetic profiles of transporter families and
predicted substrates, we assigned a profile to each transporter family
or substrate. Each profile is a string with 141 entries (number of
species analyzed). If a given family is present or a given substrate is
transported in certain species, the value one was assigned at these
positions (red for transporter families/purple for predicted sub-
strates). If not, zero was assigned (black). Transporter families or
substrates were clustered according to the similarity of their
phylogenetic profiles using The Institute for Genomic Research’s
microarray multi-experiment viewer (MeV) [80] with two-dimen-
sional hierarchical clustering as described by Eisen et al. [81].

Supporting Information

Figure S1. Comparison of the Percentage of Membrane Proteins with
Six or More Transmembrane Segments That Were Annotated as
‘‘Hypothetical Protein’’ in Selected Archaea and Eubacteria

Found at DOI: 10.1371/journal.pcbi.0010027.sg001 (37 KB PDF).

Figure S2. Detailed View of the Hierarchical Clustering of
Phylogenetic Profiles of Transporter Families

(A) Clustering of species.
(B) Clustering of transporter families.

Found at DOI: 10.1371/journal.pcbi.0010027.sg002 (722 KB PPT).

Figure S3. Phylogenetic Profiling of Predicted Transporter Substrates

Phylogenetic profiles were created for each predicted substrate. Each
profile is a string with 141 entries (number of organisms analyzed). If
a specific substrate is transported in a given organism, the value one
is assigned at this position (purple). If not, zero is assigned (black).
Organisms and substrates were clustered according to the similarity
of their phylogenetic profiles.

Found at DOI: 10.1371/journal.pcbi.0010027.sg003 (671 KB PDF).

Figure S4. Venn Diagrams Showing the Distribution of Transporter
Families among Species Belonging to the Same Genus

(A) Transporter family distribution among three Bordetella species.
(B) Transporter family distribution among three Chlamydia species.
(C) Transporter family distribution among three Mycobacterium
species.
(D) Transporter family distribution among three Pyrococcus species.
(E) Transporter family distribution among three Streptococcus species.
(F) Transporter family distribution among three Vibrio species.
Found at DOI: 10.1371/journal.pcbi.0010027.sg004 (947 KB PDF).

Table S1. List of 141 Organisms Analyzed in This Study

Found at DOI: 10.1371/journal.pcbi.0010027.st001 (194 KB DOC).
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ABSTRACT

TransportDB (http://www.membranetransport.org)
is a relational database designed for describing the
predicted cellular membrane transport proteins in
organisms whose complete genome sequences are
available. For each organism, the complete set of
membrane transport systems was identi®ed and
classi®ed into different types and families according
to putative membrane topology, protein family, bio-
energetics and substrate speci®cities. Web pages
were created to provide user-friendly interfaces to
easily access, query and download the data.
Additional features, such as a BLAST search tool
against known transporter protein sequences,
comparison of transport systems from different
organisms and phylogenetic trees of individual
transporter families are also provided. TransportDB
will be regularly updated with data obtained from
newly sequenced genomes.

INTRODUCTION

Transport systems, which function in the translocation of
solutes, play essential roles in cellular metabolism and
activities. They mediate the entry of nutrients into cytoplasm
and the extrusion of metabolite wastes, maintain a stable
internal environment inside the cell by regulating the uptake
and ef¯ux of ions, protect cells from environmental insults,
and enhance communications between cells through the
secretion of proteins, carbohydrates and lipids. Different
transport systems differ in their putative membrane topology,
energy coupling mechanism and substrate speci®cities (1).
The most common energy coupling mechanisms are the
utilization of adenosine triphosphate (ATP), phosphoenolpyr-
uvate (PEP), or chemiosmotic energy in the form of sodium
ion or proton electrochemical gradients. The Transporter
Classi®cation (TC) system (http://www-biology.ucsd.edu/
~msaier/transport/) represents a systematic approach to
classify transport systems according to the mode of transport,
energy coupling mechanism, molecular phylogeny and sub-
strate speci®city (2±4). The transport mode and the energy
coupling mechanism serve as the primary base for the
classi®cation due to their relatively stable characteristics.
There are four characterized classes of solute transporters in
the TC system: channels, secondary transporters, primary

active transporters and group translocators. Transporters of
unknown mechanism or function are included as a distinct
class. Channels are energy-independent transporters that
exhibit higher rates of transport and lower stereospeci®city
compared with other transporter classes. Primary active
transporters couple the transport process to a primary source
of energy, such as a chemical reaction (e.g. ATP hydrolysis).
Secondary transporters utilize an ion or solute electrochemical
gradient, e.g. proton/sodium motive force, to drive the
transport process. Group translocators modify their substrates
during the transport process. For example, the bacterial
phsphotransferase system (PTS) phosphorylates its sugar
substrates using PEP as the phosphoryl donor and energy
source and releases them into cytoplasm as sugar±phosphates.
Each transporter class is further classi®ed into individual
families or superfamilies according to their function, phylo-
geny and/or substrate speci®city (1).

Since the advent of genomic sequencing technologies, such
as whole-genome shotgun sequencing, the complete se-
quences of 135 prokaryotic and eukaryotic genomes have
been published to date, with more than 500 additional genome
sequencing projects currently underway around the world
(Gold Genomes Online Database, http://ergo.integratedgeno-
mics.com/GOLD/). Convenient and effective methods have to
be developed to handle and analyze the immense amount of
data generated by whole-genome sequencing projects. It has
been found that 5±12% of the complete bacterial genome is
often dedicated to transport proteins and associated factors
(4,5). An in-depth look at transport proteins is vital to the
understanding of the metabolic capability of organisms.
However, due to the occurrence of large complex transporter
gene families, such as the ATP-binding cassette (ABC) and
major facilitator superfamily (MFS), and the presence of
multiple transporter gene paralogs in many organisms, it is
often problematic to annotate these transport proteins by
current primary annotation methods. We have been working
on a systematic genome-wide analysis of cellular transport
systems. Previously, we reported a comprehensive analysis of
the transport systems in 18 prokaryotic organisms (4,5) and in
yeast (6) based on the TC system. Here we have expanded our
analyses to 121 prokaryotic and eukaryotic systems.
TransportDB (http://www.membranetransport.org/), a web-
integrated database, was built up to store the results of our
analyses and to provide user-friendly interfaces to access the
data. A semi-automated pipeline was also set up to facilitate
the ef®cient analyses of transport systems.
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DATABASE CONTENT AND STRUCTURE

TransportDB is a MySQL database (http://www.mysql.com/)
that is queried using PHP (http://www.php.net/) (see Fig. 1).
PHP, a server-side scripting language, mediates the interaction
with the user, the database and the computational tools. The
database and PHP pages are stored on a Linux web server.
TransportDB contains the complete predicted transport pro®le
for each organism, including information on transporter
family, TC classi®cation, transporter name, possible sub-
strate/function, genomic locus, COG classi®cation and protein
sequence. Where appropriate, links are provided to other
databases, such as Entrez (7), COG (8), PubMed (9), TCDB
(1) and individual organism genome sequence databases.

Currently, TransportDB contains data from 121 organisms,
including 97 bacteria, 16 archaea and eight eukaryota. This
collection of organisms represents a broad phylogenetic
diversity. A total of 36 137 transporter proteins was assigned
to 136 families. Some of these families are very large
superfamilies with over a thousand members, such as the ABC
superfamily (17 209 total) (10,11), the MFS superfamily
(3635 total) (12,13) and the bacterial sugar-speci®c PTS
superfamily (1341 total) (14,15). The transporter pro®les from
other organisms whose genomic sequencing are underway will
be added to the database once their genome sequences are
published.

DATABASE ACCESS

TransportDB is available on the web at http://www.
membranetransport.org/ (Fig. 2).

The database can be browsed by organism name using the
drop-down boxes on the left of the web page. For each
organism, its complete membrane transport complement was
classi®ed into different families according to the TC classi-
®cation system. These families were grouped into ®ve distinct
types based on mode of transport and energy-coupling
mechanisms: ion channels, secondary transporters, ATP-
dependent (primary active) transporters, PTSs and unclassi®ed
transporters, which have unknown mechanisms of action.
Individual transporter types can be accessed by clicking the
tabs at the top or the links on the summary page (Fig. 2). For
each transporter family, a detailed list of transporters with
their predicted substrates is shown with links to the individual
protein page which contains genomic locus, COG, protein
sequence and annotation information. A summary page is also
available for each organism, summarizing the whole trans-
porter system, including transporter types and individual
transporter families, and their statistics. TransportDB is
searchable by transporter type, transporter family, transporter
protein name or substrate. The results are grouped by
transporter family and organism, with links to individual
family and protein pages.

Comparisons of the transporter contents of different organ-
isms can provide insight into their physiology and life-style.
To view the transport pro®les across species, we created a
`Compare Organisms' section. Users can choose any two or
more organisms to compare their overall numbers of
recognized transporters, numbers of transporters relative to
genome size and the constituents of each transporter type
and family. Previous studies have shown that transporters
of similar function characteristically cluster together in

Figure 1. Overview of TransportDB and transport system analysis pipeline. Transporter protein data sets are stored in a MySQL relational database.
Users can search the database through a web interface. All web pages are generated dynamically using PHP, which connects, queries the database and
formats the results to generate a ®nal data sheet. A pipeline was set up to use the complete genomic protein sequence as input, retrieve transporter proteins
and assign them to speci®c transporter families and substrate/function information. The output can be loaded directly into the database and visualized on the
web pages.
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phylogenetic analyses, hence substrate speci®city appears to
be a conserved evolutionary trait in transporters (4,5,12,16). In
the `Phylogenetics' section of the TransportDB website, pre-
computed neighbor-joining trees for each of the transporter
families are available to view. All members of each family in
the current database are also available to view or download in
FASTA or multiple sequence alignment formats. In addition,
the whole transporter database is also available for BLAST
search. Users can submit the unknown protein sequence in the
`Blast' section. The output of the BLAST search includes
transporter family information in addition to the standard
features (17).

It should be noted that TransportDB focuses on solute and
ion transport across the cytoplasmic membrane, and hence
does not include some types of transporters that are shown in
TC classi®cation: outer membrane transporter proteins (18);
proteins in the Escherichia coli TonB/ExbB/ExbD complex
that transduce energy to drive outer membrane transport
processes (19); proteins involved in the protein secretory
pathways (20); proteins involved in proton and sodium ion-
translocating electron transfer processes (21); sodium ion-
transporting carboxylic acid decarboxylases (22); ¯agellar
motor proteins (23); proteins involved in DNA uptake (24).
Auxiliary transport proteins (such as the MFP family) (25) or
membrane±periplasmic auxiliary proteins of the MPA1 and

MPA2 families (26) were treated as components of the
transporters with which they function, rather than separate
transport systems.

ANALYSIS PIPELINE

With the rapid increase in the number of published genomes,
ef®cient and effective approaches are required to speed up
transport system analysis processes. Previous methods used by
us for transporter analysis (4,5) required intensive personal
involvement and manual curation. Recently we have devel-
oped a new semi-automated pipeline to analyze a genome-
wide transport system, input the data into TransportDB and
visualize it on the web page (Fig. 1).

The methodology we have developed is as follows: the
complete protein sequences from speci®c organisms were ®rst
searched against the curated set of proteins with family
assignment in our transporter protein database for similarity to
known or putative transporter proteins using BLAST (27,28).
All the proteins with an e-value of <0.001 were collected and
searched against a non-redundant general protein database. A
web-based interface was created to incorporate the output of
two BLAST searches (Fig. 3) and to help a human annotator
make a decision and assign possible substrates or functions.
The useful information includes: number of hits to the

Figure 2. Graphic illustration of the structure of TransportDB. Transport proteins are grouped by organism, transporter type and transporter family. Users can
choose an organism from the drop-down boxes at the left. Each organism has a summary page to overview the whole transport system. Individual transporter
type or family can be viewed by clicking the links or tabs at the top. Each transporter protein also has an individual page to show the genomic locus, COG
information and protein sequence. Links to GenBank, Entrez and COG are also provided. The whole transport pro®le can also be compared with any other
organisms stored in the database.
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transporter database; maximum, minimum and average
e-values; and the description of top hits to the general protein
database. We also set up direct links between TC family and
the COG classi®cation (8) so that COG-based search can also
help the annotation processes. The output of the analysis
process is in a tab-delimited format, which can be loaded
directly into TransportDB and shown on the web pages.

To test the new analysis pipeline, we compared the analysis
process on several test genomes by the new pipeline to that by
the approaches we had used earlier (4,5). The new pipeline
greatly reduced the time annotators spent on the analysis
process. In addition, the new pipeline has shown improved
sensitivity and selectivity over other approaches. This pipeline
has been used in the analysis of over 40 prokaryotic and
eukaryotic genomes since its inception.

FUTURE PERSPECTIVES

In summary, we developed a relational database and an
analysis pipeline for the comprehensive representation of
cellular membrane transport systems in various prokaryotic
and eukaryotic organisms. User-friendly web interfaces were
designed to easily query the database and access the various
features. To our knowledge, this is the only database devoted
to the identi®cation and classi®cation of transporter homologs
in complete genomes, as well as providing comparative and
phylogenetic tools for analyzing the data.

We are continuing to expand the TransportDB database to
incorporate data from newly published genomes. TransportDB
will be routinely updated at least once per month to ensure the
timely report of data. Future planned improvements will
include the prediction of transmembrane segments (TMSs) in
each transporter protein, prediction of orthologs from different
organisms, automated pictorial representation of transport
system, links to Swiss-Prot (29) and other online resources,
and web-based data submission for TransportDB users.
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Phosphorylation of the C terminus SQ motif that defines H2A.X variants is required for efficient DNA
double-strand break (DSB) repair in diverse organisms but has not been studied in ciliated protozoa. Tetra-
hymena H2A.X is one of two similarly expressed major H2As, thereby differing both from mammals, where
H2A.X is a quantitatively minor component, and from Saccharomyces cerevisiae where it is the only type of
major H2A. Tetrahymena H2A.X is phosphorylated in the SQ motif in both the mitotic micronucleus and the
amitotic macronucleus in response to DSBs induced by chemical agents and in the micronucleus during
prophase of meiosis, which occurs in the absence of a synaptonemal complex. H2A.X is phosphorylated when
programmed DNA rearrangements occur in developing macronuclei, as for immunoglobulin gene rearrange-
ments in mammals, but not during the DNA fragmentation that accompanies breakdown of the parental
macronucleus during conjugation, correcting the previous interpretation that this process is apoptosis-like.
Using strains containing a mutated (S134A) SQ motif, we demonstrate that phosphorylation of this motif is
important for Tetrahymena cells to recover from exogenous DNA damage and is required for normal micro-
nuclear meiosis and mitosis and, to a lesser extent, for normal amitotic macronuclear division; its absence,
while not lethal, leads to the accumulation of DSBs in both micro- and macronuclei. These results demonstrate
multiple roles of H2A.X phosphorylation in maintaining genomic integrity in different phases of the Tetrahy-
mena life cycle.

Histone H2A.X is defined by the presence of a conserved SQ
motif at the C terminus of a histone H2A, regardless of
whether this H2A is a minor variant that is distinct and longer
than the major H2A, as in mammals (49, 55), or whether it is
the “major” H2A, as in Saccharomyces cerevisiae (16, 61), or is
on another conserved variant (H2A.Z), as in Drosophila (83).
The SQ motif is invariant and, in all cases but one (a predicted
H2A.X in Gallus, accession no. XP_416906, derived from an
annotated genomic sequence NW_060235), it localizes 3 to 4
residues from the C terminus, followed by a penultimate acidic
residue (E/D) and then a terminal hydrophobic residue (Y/F/
I/L) (61). Defined in this way, the H2A.X motif is found in
most, if not all, eukaryotes from primitive ones, like Giardia
(89), to higher organisms, like humans (49), although the his-
tone it is on may not always have been named H2A.X.

DNA double strand breaks (DSBs), whether induced by
external sources (ionizing radiation or drugs), by endogenous
damage (free-radicals or replication fork collapse), or by de-
velopmentally programmed events [V(D)J joining, mating type
switching, meiotic recombination, or apoptosis], invariably
cause the serine in the SQ motif to become phosphorylated

within minutes to produce an isoform commonly referred to as
�-H2A.X (28, 29, 44). The enzymes that phosphorylate the SQ
motif are phosphatidylinositol 3-kinase-like kinase family
members, Mec1 and Tel1 in S. cerevisiae (23, 74) and ATM,
ATR, and DNA-dependent protein kinase (DNA-PK) in
higher eukaryotes (9, 58, 77, 84).

Formation of �-H2A.X is an evolutionarily conserved re-
sponse to DSBs, as indicated by the fact that an anti-�-H2A.X
antibody raised against a synthetic phosphorylated peptide
containing the mammalian �-H2A.X sequence can recognize
DSB-induced �-H2A.X from diverse species (67). H2A.X
phosphorylation in response to DSBs extends for megabases in
sequences flanking the DSB sites in mammalian cells (67) and
for 50 to 100 kb surrounding a single induced DSB in budding
yeast (81). Thus, H2A.X phosphorylation is a highly sensitive
DNA damage sensor and is required for efficient DSB repair
(12, 23). In addition, �-H2A.X is required to maintain genome
stability (12) and has a role in condensing and inactivating sex
chromosomes in male meiosis in mice (27).

Many proteins interact, either directly or indirectly, with
�-H2A.X and appear at the break sites or in broader areas
surrounding DNA breaks after the appearance of �-H2A.X
(reviewed in references 28 and 29). These proteins include
histone modifiers like the histone acetyltransferase NuA4 (22),
the histone deacetylase Sin3 (34), chromatin remodelers like
Ino80 (22, 53, 82) and SwrC (22), the Tip60 complex which has
both histone acetyltransferase and ATP-dependent chromatin
remodeling activities (43), DNA repair complexes (Mre11/
Rad50/Nbs1 in mammals, and Mre11/Rad50/Xrs2 in budding
yeast) (12, 36, 58), checkpoint proteins 53BP1 (85) and Crb2
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(56), and cohesin (81). Despite initial speculation that it re-
cruits repair proteins to DNA breaks, �-H2A.X appears to
function in DSB repair by concentrating or retaining the mod-
ifying, remodeling, and repair proteins (11, 53), which may be
recruited to the damage sites by redundant or alternative
mechanisms (53). Removing �-H2A.X after DNA repair also is
required for cells to recover from the DNA damage checkpoint
and resume their normal functions (35). By recruitment or
retention of the SwrC complex (22) and Tip60 (43), �-H2A.X
may mediate its own removal from the altered chromatin struc-
ture produced by these recruited remodeling or modifying
complexes. The proteasome also localizes at DNA damage
sites and is required for proper DNA-damage responses (41),
providing another possible mechanism for turning off the path-
way initiated by �-H2A.X. Recently, protein phosphatase 2A
was shown to dephosphorylate �-H2A.X in mammalian cells
(17), and phosphatase Pph3 in S. cerevisiae was identified in a
phosphatase complex responsible for �-H2A.X dephosphory-
lation in yeast (35).

Repairing DSBs is crucial to maintain genome integrity in
eukaryotes, as a failure to do so will result in acentric chromo-
some fragments that will be lost during mitosis. DSBs are
mainly repaired either by homologous recombination (HR), in
which two broken DNA ends join together based on homolo-
gous DNA pairing and strand exchange (79), or by nonhomolo-
gous end-joining (NHEJ), in which the broken DNA ends are
joined together without using long homologous regions (for a
review, see reference 70). Absence of �-H2A.X or loss of
H2A.X results in inefficient NHEJ (23) and HR (12). Defects
in NHEJ or HR activities result in sensitivity to genotoxic
agents, mitotic and meiotic chromosome aberrations, and de-
stabilization of the genome (39, 64, 73, 80).

We have been studying the function of histones and their
modifications in the ciliated protozoan, Tetrahymena ther-
mophila. As in most ciliates, cells in this organism contain two
highly dimorphic nuclei: a germ line micronucleus (MIC) and
a somatic macronucleus (MAC). The diploid MIC contains
five pairs of chromosomes, divides mitotically, and is transcrip-
tionally inactive during vegetative growth. In contrast, the
MAC is transcriptionally active, contains �225 acentric chro-
mosomes (13, 19, 24), each in �45 copies, which are derived by
fragmentation, telomere addition, and endoreplication from
the MIC chromosomes during the sexual process of conjuga-
tion. MACs divide by amitosis, a process in which chromo-
somes assort randomly without condensing or attaching to a
mitotic spindle. Because amitosis routinely assorts previously
fragmented chromosomes without deleterious consequences, it
is not clear whether MACs require mechanisms to efficiently
repair DSBs.

The currently held models for meiotic recombination as-
sume that a DSB is an essential recombinogenic substrate in
DNA (42, 57, 76), and �-H2A.X is associated with meiotic
DSBs (47) which precede synapsis in mouse germ cell devel-
opment and which are thought to initiate meiotic recombina-
tion, as in yeast (65, 95). During Tetrahymena conjugation,
micronuclei undergo meiosis, adopting a highly elongate cres-
cent shape (60). During crescent formation the round MIC
elongates gradually to the crescent form, which, when maxi-
mally extended, can be up to twice as long as the cell, and then
shortens and condenses at metaphase I. Because it precedes

the meiotic divisions, the crescent stage is thought to be anal-
ogous to most of the prophase of meiosis I. However, while
crescents in Tetrahymena exhibit some features of meiotic
prophase found in other organisms, such as bouquet-like clus-
tering of both telomeres (45) and centromeres (19), synaptone-
mal complexes (SCs) have not been detected (45, 88), making
it difficult to correlate the different stages of micronuclear
meiotic prophase to the key events in meiosis such as homol-
ogous chromosome pairing and recombination. Thus, different
mechanisms could be used in Tetrahymena. Also, during con-
jugation, the parental MAC is destroyed by a process that has
been suggested to be related to apoptosis in higher eukaryotes
(20, 26), and phosphorylation of H2A.X accompanies forma-
tion of the DSBs associated with DNA fragmentation during
apoptosis in mammals (46, 54, 68).

Based on the above considerations, we sought to investigate
the role of H2A.X phosphorylation in amitosis, in the unusual
meiosis, in chromosome rearrangement, and in MAC degen-
eration in Tetrahymena. We also sought to utilize the timing of
H2A.X phosphorylation during meiosis to help determine
when meiotic recombination occurred. In T. thermophila there
are four H2As, and only one of the two major H2As has the SQ
motif (44; X. Song and M. A. Gorovsky, unpublished data).
Using a mammalian �-H2A.X-specific monoclonal antibody
(MAb) that recognizes phosphorylated T. thermophila H2A.X
(formerly H2A.1), we determined that serine 134 in the SQ
motif of T. thermophila H2A.X is phosphorylated in both
MACs and MICs in response to DSBs induced by chemical
agents. We show that Tetrahymena �-H2A.X appears in mei-
otic MICs at early stage II (when the MICs just start to elon-
gate) (18, 45, 78), indicating that DNA DSBs occur before the
MICs acquire Rad51 (45, 72) and during MAC development
when chromosome rearrangements occur. Surprisingly, H2A.X
is not phosphorylated when parental MACs are being de-
graded. We also provide evidence that the HTAX S134A mu-
tation abolishes SQ motif phosphorylation and causes accumu-
lation of DNA DSBs in both meiotic and mitotic MICs and in
amitotic MACs. This mutation makes cells sensitive to chem-
ical agents causing DNA DSBs, causes mitotic delays and
DNA loss, and produces meiotic defects, including chromo-
some loss at metaphase I and lagging chromosomes in ana-
phase I and II, leading to premature cessation of conjugation.
These studies argue that H2A.X SQ motif phosphorylation
functions in DSB repair in mitosis, meiosis, and amitosis but
not during programmed nuclear death in Tetrahymena.

MATERIALS AND METHODS

Strains, culture, and conjugation. Table 1 lists the T. thermophila strains used
in this study. Strains CU428, CU427, and B2086 were provided by P. J. Bruns
(Cornell University). Major histone H2A (H2A.X and H2A.1) germ line double
knockout heterokaryon strains G4A1F14A and G4B1G6A and all mutant strains
were generated as previously described (62). For studies of vegetative growth,
Tetrahymena cells were grown in super proteose peptone (SPP) medium (31)
containing 1% proteose peptone (1� SPP). For conjugation, two strains of
different mating types were washed, starved (15 to 24 h, without shaking at 30°C),
and mated in 10 mM Tris-HCl (pH 7.5) as previously described (3). Major H2A
genes (HTAX and HTA1) germ line double knockout heterokaryons and site-
directed mutagenesis were generated and performed as described (62).

Transformation and gene replacement. Constructs containing the wild-type
(WT) or mutated HTAX gene were digested with XhoI and BamH and trans-
formed into 24-h conjugating HTA double knockout heterokaryons (for germ
line rescue) or 15- to 17-h conjugating CU428 and B2086 cells (for somatic
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transformation) as previously described (10). Germ line rescued progeny or
somatic transformants were initially selected with paramomycin sulfate (Sigma)
at 60 �g/ml and serially transferred every 2 to 3 days to fresh medium with
increasing concentrations of paromomycin. The genotypes of all transformed
cells were confirmed by sequencing the PCR products using HTAX-specific
primers from genomic DNA of the transformants.

To replace the mutated HTAX S134A gene in the MACs of the S134A rescued
strain, the HTAX gene with a selectable marker inserted in the 5� flanking region
was somatically transformed into the paromomycin-sensitive (Pms) S134A res-
cued cells.

Rejuvenation of the double H2A knockout MICS in the S134A rescued strain
with a WT MIC through round I genomic exclusion. Round I genomic exclusion
(1, 8, 21) is a special type of abortive mating between WT and star (*) strains
which have defective, hypodiploid MICs. Star strains can form pairs with WT but
are not able to produce pronuclei during nuclear exchange and fertilization
stages of conjugation (18, 50, 78). As a result, both partners of the pairs have only
haploid MICs received from the WT cell, which are then endoreplicated to form
homozygous diploid MICs in both cells. After this step, conjugation is aborted,
and the pairs separate as two round I exconjugants, with each cell retaining its
original MAC but obtaining a new homozygous MIC, whose genotype depends
on which meiotic product was provided from the normal parent. Cells with
defective (star) MICs that have received a WT MIC produced by this process are
often referred to as rejuvenated because they obtain a new MIC that should be
competent for conjugation. Note also that, because these cells do not form a new
MAC, they retain their original mating type and, unlike cells that complete
normal conjugation, which are immature for �65 fissions (69), can mate imme-
diately.

S134A or WT rescued cells were mated with CU427 cells, and single pairs were
picked into drops of 1� SPP medium at 5 h postmixing. Individual, separated
round I exconjugants were picked from each drop into fresh drops of 1� SPP
medium at about 11 h postmixing. After cells grew up in the drops, they were
transferred to 1� SPP medium in 96-well plates and tested for sensitivity at 120
�g/ml paromomycin. Pmr round I exconjugants from the S134A rescued cells
were starved and mated with CU428. The progeny were then tested for cyclo-
heximide resistance (Cyr) as well as paromomycin sensitivity. The cells whose
progeny are Cyr Pms are the rejuvenated cells, which have the WT HTAX and
HTA1 genes (instead of the disrupted versions of those genes) in their MICs but
retain the H2AX S134A mutation or H2AX WT copy in their MACs.

Short-circuit genomic exclusion. Short-circuit genomic exclusion (7) occurs in
a small fraction of cells during the same type of matings described above for
round I genomic exclusion when, instead of simply aborting conjugation, a small
percentage of cells form a new MAC. The genotype of this new MIC (and the
phenotype of the cell) is determined by the genetic makeup of the cell with the
functional MIC.

Indirect immunofluorescence microscopy. �-H2A.X was immunostained with
anti-phospho H2A.X MAb (Upstate), a monoclonal antibody raised against a
phosphorylated peptide corresponding to residues 134 to 142 (KATQA[pS]QE
Y) of human H2A.X. Growing or mating cells were fixed as previously described
(87) with some modifications. Briefly, 5 �l of partial Schaudin’s fixative (two
parts saturated HgCl2 to one part 100% ethanol) was added directly to 1.5 ml of

cells (2 � 105 cells/ml of growing cells or the same cell density of mating cells in
10 mM Tris, pH 7.5), hand mixed, and incubated for 5 min at room temperature
(RT). Cells were gently pelleted (130 � g for 30 sec), resuspended in 3 ml of RT
methanol, repelleted, and resuspended in 1 ml of RT methanol. A total of 30 to
50 �l of cells was spread onto a coverslip and air dried for 30 min. Cells were
stained with anti-�H2A.X (1:100) followed by incubation with AlexaFluor 568
goat anti-mouse immunoglobulin G (IgG; 1:500) (Invitrogen). Nuclei were
stained with the DNA-specific dye 4�,6�-diamidino-2-phenylindole (DAPI;
Roche) at 10 ng/ml for 10 min. Images were obtained with an Olympus BH-2
fluorescence microscope equipped with filters specific for AlexaFluor and DAPI
using a 100� or 40� lens and the Scion VisiCapture and Scion TWAIN 1394
camera import programs (Scion Corporation). Adobe Photoshop software was
used for coloring images.

Nucleus isolation, histone extraction, and phosphatase treatment. Log-phase
(2 � 105 cells/ml) or 3.5-h conjugating cells were used to isolate MACs and/or
MICs as described previously (31). Histones were extracted from MACs with 0.4
N H2SO4 (4) and precipitated with 20% trichloroacetic acid. Aliquots of 25 �g
of histones were treated with � protein phosphatase (New England Biolabs, Inc.)
at 10 U/�l for 5 h at 30°C and precipitated with 20% trichloroacetic acid.

AU-PAGE. Acid-urea polyacrylamide gel electrophoresis (AU-PAGE) was
performed as described previously (5, 62).

Immunoblotting. Histones from mutated and WT HTAX rescued strains, with
or without pretreatment with � protein phosphatase, were separated on long
AU-PAGE. Macronuclear and micronuclear extracts from WT cells from log
phase and 3.5-h conjugation were separated on 12% sodium dodecyl sulfate-
PAGE. Separated histones or nuclear extracts were transferred to Immobilon-P
membranes. After being blocked in 5% nonfat milk, the blot was incubated with
anti-H2A (1:5,000) or anti-�-H2AX (1:1,000, Upstate) overnight at 4°C. A
1:10,000 dilution of horseradish peroxidase-conjugated goat anti-rabbit IgG
(Jackson ImmunoResearch) or goat anti-mouse IgG-IgA-IgM (Zymed Labs
Inc.) was used as secondary antibody. Blots were developed using an ECL
Western blotting detection kit (Perkin-Elmer) according to the manufacturer’s
instructions.

DAPI stain for photomicroscopy. One microliter of 0.1 mg/ml DAPI was
added to 1 ml of log-phase cells fixed with 50 �l of formaldehyde (37% solution;
J. T. Baker). Cells were stained for 5 min. Images were obtained using an
Olympus BH-2 fluorescence microscope with the Scion VisiCapture and Scion
TWAIN 1394 camera import programs (Scion Corporation).

Comet assay. A neutral comet assay was performed as previously described
(75, 92) with minor modifications. Briefly, 40 �l of 0.3% low-melting-point
agarose (Sigma) in phosphate-buffered saline was coated onto the frosted area
(18 by 18 mm) of a double-frosted slide (Fisher) and air dried for several days
before being used. Five microliters of 2 �105 to 5 �105 cells/ml was mixed with
35 �l of 1% low-melting-point agarose in phosphate-buffered saline and spread
onto the precoated area, solidified by being immediately put onto a metal tray on
ice for 3 min, to form microgels. From that point, all steps were performed in
dimmed light or in the dark to reduce DNA damage, and slides were set hori-
zontally during lysis and the following treatments. Microgels were lysed with
freshly made, cold (at 4°C for 0.5 h) lysis buffer (2.5 M NaCl, 100 mM EDTA, 10
mM Tris, pH 10) with 1% Triton for 2 h at 4°C. They were then treated with 10

TABLE 1. Strains used in this study

Strain Genotype (micronuclei) Phenotype (macronuclei)

CU428 CHX1/CHX1 mpr1-1/mpr1-1 HTAX/HTAX HTA1/HTA1 WT; Cys Mps Pms; VII
CU427 chx1-1/chx1-1 MPR1/MPR1 HTAX/HTAX HTA1/HTA1 WT; Cys Mps Pms; VI
B2086 CHX1/CHX1 MPR1/MPR1 HTAX/HTAX HTA1/HTA1 WT; Cys Mps Pms; II
HTAX S1P�5R �htax/�htax �hta1/�hta1a CHX1/CHX1 mpr1?/mpr1?b H2A.X PRRRRR, �H2A.1; Pmr Cys Mp?cd

HTAX S1P�5R�(AAAAS)C �htax/�htax �hta1/�hta1a CHX1/CHX1 mpr1?/mpr1? H2A.X PRRRRR�(AAAAS)C, �H2A.1; Pmr Cys Mp?d

HTAX S134A rescued �htax/�htax �hta1/�hta1a CHX1/CHX1 mpr1?/mpr1? H2A.X S134A, �H2A.1; Pmr Cys Mp?d

Rejuvenated HTAX S134A rescued chx1-1/chx1-1 MPR1/MPR1 HTAX/HTAX HTA1/HTA1 H2A.X S134A, �H2A.1; Pmr Cys Mp?d

HTAX rescued �htax/�htax �hta1/�hta1a CHX1/CHX1 mpr1?/mpr1? H2A.X, �H2A.1; Pmr Cys Mp?d

Somatic HTAX S134A CHX1/CHX1 mpr1-1/mpr1-1 HTAX/HTAX HTA1/HTA1 or
CHX1/CHX1 MPR1/MPR1 HTAX/HTAX HTA1/HTA1

H2A.X S134A, H2A.1; Pmr Cys Mps; VII or II

Somatic HTAX CHX1/CHX1 mpr1-1/mpr1-1 HTAX/HTAX HTA1/HTA1 or
CHX1/CHX1 MPR1/MPR1 HTAX/HTAX HTA1/HTA1

H2A.X, H2A.1; Pmr Cys Mps; VII or II

HTAX-neo3 somatic replacing
S134A in S134A rescued

�htax/�htax �hta1/�hta1a CHX1/CHX1 mpr1?/mpr1? H2A.X, �H2A.1; Pmr Cys Mp?d

a The full genetic nomenclature for �htax/�htax �hta1/�hta1 is htax-1::neo2/htax-1::neo2 hta1-1::neo2/hta1-1::neo2 (2); the abbreviation has been used to conserve
space.

b Question mark indicates undetermined genotype.
c Mp?, 6-methyl-purine sensitivity not determined.
d Mating type not determined.
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�g/ml RNase A in lysis buffer without Triton for 2 h at 37°C, followed by 2 h at
37°C in 1 mg/ml proteinase K in lysis buffer without Triton, and equilibrated in
1 liter of freshly made electrophoresis buffer (300 mM sodium acetate, 100 mM
Tris, pH 9.0) in an electrophoresis apparatus for 20 min at RT (slides were put
side by side tightly and at one end of the apparatus). Electrophoresis was carried
out in the same buffer at 12 V (0.6 V/cm) and 100 mA at RT for 1 h. After
electrophoresis, microgels were neutralized with 0.4 M Tris, pH 7.4 (drop-wise
added on top of the microgels and drained; the procedure was repeated three
times), dehydrated with 100% ethanol, and air dried. DNA in microgels was
stained with DAPI (20 ng/ml) in 1� Tris-acetate-EDTA buffer for 5 min, fol-
lowed by destaining for 5 min in 1� Tris-acetate-EDTA buffer. Images were
obtained with an Olympus BH-2 microscope equipped for fluorescence, with the
Scion VisiCapture and Scion TWAIN 1394 camera import programs (Scion
Corp.). The Image J program was used to measure the tail lengths and total
DNA content.

RESULTS

H2A.X in T. thermophila is phosphorylated in response to
induced DSBs. To determine whether phosphorylation of
H2A.X in Tetrahymena occurs in response to induced DSB
formation, we carried out immunofluorescence (IF) analyses
using a specific MAb to human �-H2A.X that reacts across
species to examine Tetrahymena cells treated with methyl
methanesulfonate (MMS), an alkylating agent that causes base
alkylations and DNA lesions that are converted to DSBs sim-
ilar to those produced by ionizing radiation (40, 71, 90, 91). No
signal was detected in nuclei of untreated cells (Fig. 1A,
	MMS), demonstrating that this antibody does not recognize
an epitope in untreated vegetative cells. In contrast, MICs and,
to a lesser extent, MACs were stained with the anti-�-H2A.X
MAb after MMS treatment (Fig. 1A, �MMS), indicating that
�-H2A.X is produced in nuclei from vegetative cells when
DSBs are induced by exogenous DNA-damaging agents. The
difference in �-H2A.X staining intensity in MICs and MACs
from MMS-treated cells could be due to the differential activ-
ities of the phosphorylation machinery in the different nuclei

or it could reflect the previously observed higher levels of
H2A.X (formerly H2A.1) as a fraction of total H2A in MICs
than in MACs (5).

H2A.X in T. thermophila is phosphorylated during meiosis.
As noted above, Tetrahymena meiosis is unusual in lacking
synaptonemal complexes. In addition, previously observed his-
tone steady-state levels in Tetrahymena show enrichment of
histone H2A.X in the MICs for reasons that were unclear (5).
We reasoned that these differences in relative levels of H2A
forms between nuclei could suggest distinct functional roles for
different Tetrahymena H2As. In particular, higher micro-
nuclear levels of H2A.X might correlate with the specialized
function of MICs during conjugation, i.e., its potential to un-
dergo homologous recombination during meiosis. These con-
siderations led us to examine the role of H2A.X phosphoryla-
tion during meiosis in Tetrahymena.

Based on morphological changes, Tetrahymena meiotic
prophase has been divided into six stages, with stages II to V
being the crescent stages (18, 45, 78). Soon after conjugation
starts, the MIC moves away from the macronuclear pocket
where it resides during interphase and begins to elongate into
a teardrop shape (early stage II), then a spindle-shape (late
stage II) (45), and then a head-neck-trunk crescent (stage III),
followed by bidirectional elongation to become fully elongated
in stage IV, where the five bivalent chromosomes are in par-
allel arrangement, with telomeres at one end of the crescent
(45) and the centromeres at the other end (19). MICs stain
with the anti-�-H2A.X MAb beginning at early stage II, when
they have just started to elongate (Fig. 1B, frame b). The signal
continues through stage V (Fig. 1B, frames b to f) and disap-
pears or is only barely visible at stage VI (diakinesis/metaphase
I) (Fig. 1B, frame g). Immunoblotting analysis of extracts from
purified MACs and MICs isolated from either vegetative cells
or early conjugation also confirmed the IF analyses showing

FIG. 1. Human anti-�-H2A.X antibody detects chemical induced and meiotic DSBs in T. thermophila. (A) IF analysis of WT Tetrahymena cells
with a specific MAb raised against the phosphorylated C-terminal region of human H2A.X (�-H2A.X) shows that MMS treatment induces macro-
and micronuclear staining. Scale bar, 10 �m. (B) IF analysis of different stages during conjugation in Tetrahymena. DAPI stain shows the nuclei,
and the anti-�-H2A.X MAb staining indicates that DSBs, indicative of meiotic recombination, appear as the MICs begin to elongate in early stage
II (b) and disappear at stage VI (diakinasis/metaphase, g). �-H2A.X also appears in the newly developing MACs (anlagen) undergoing DNA
fragmentation and rearrangement (An, h;), but not in the parental MAC (OM, h) undergoing programmed nuclear death. Scale bar, 10 �m.
(C) Western blot of a sodium dodecyl sulfate-PAGE gel of macro- and micronuclear extracts, probed with anti-�-H2A.X or anti-H2A antibodies.
Only MICs from early conjugating cells contain a significant amount of �-H2A.X.
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that only MICs from early conjugation stages corresponding to
meiotic prophase I contain substantial amount of �-H2A.X
(Fig. 1C).

�-H2A.X is detectable in developing MACs undergoing DNA
rearrangement but not in MACs undergoing programmed
nuclear death. H2A.X phosphorylation accompanies V(D)J
rejoining (15), and, in mouse cells, the formation of DNA
ladders that accompanies apoptosis requires H2A.X phosphor-
ylation (46). During conjugation in Tetrahymena, DNA break-
age is known to occur at two stages: when chromosome frag-
mentation and DNA elimination are occurring in developing
MACs (94) and when parental MACs undergo programmed
nuclear death, which has been viewed as an apoptotic-like
process during which DNA is degraded to produce oligonu-
cleosome-sized DNA ladders (20). No staining of �-H2A.X in
the parental MAC was detected at any stage of conjugation,
including late stages when the parental MAC was undergoing
programmed nuclear death (Fig. 1B, frame h, OM). In con-

trast, �-H2A.X staining was easily detectable in late-stage de-
veloping MACs when DNA rearrangement events were occur-
ring (Fig. 1B, frame h, An).

H2A.X phosphorylation occurs on S134. To determine if
phosphorylation at serine 134 in the SQ motif in Tetrahymena
H2A.X (Fig. 2A) is associated with anti-�-H2A.X staining, we
performed site-directed mutagenesis together with gene re-
placement. When a WT HTAX gene was used to rescue HTAX
and HTA1 (formerly HTA2) germ line double knockout het-
erokaryons (32, 62), the histones isolated from viable progeny
(HTAX rescued cells) exhibited phosphatase-resistant H2A
isoforms when analyzed on acid-urea acrylamide gels (Fig. 2B,
lanes 1 and 2), due to charge-altering acetylations in the N-
terminal tail (62). When histones isolated from vegetatively
growing cells that were rescued with a gene encoding H2A.X
that was mutated to eliminate all acetylation sites were ana-
lyzed, the viable progeny (HTAX S1P�5R rescued) exhibited
three phosphatase-sensitive isoforms in addition to unmodified

FIG. 2. H2A.X S134 residue in the SQ motif is responsible for the �-H2A.X signal induced by DSBs. (A) Alignment of the C-terminal tails of
H2A.Xs in different organisms and the four H2As in T. thermophila using Clustal X. The sequences were obtained from GenBank. The accession
numbers are as follows: HsH2A.X, NP_002096; MmH2AFX, NP_034566; XlH2AFX, Q6GM86; DmH2A.v, NP_524519; ScH2A.1, CAA24611;
TtH2A.Z (hv1), CAA33554; TtH2A.1 (previously H2A.2), AAC37292; TtH2A.Y, AAU87547; TtH2A.X (previously H2A.1), AAC37291. The
serine in the SQ motif that is known to be phosphorylated upon � irradiation is labeled in red. The conserved SQ motif is labeled in green.
TtH2A.X is the only H2A in T. thermophila that has an SQ motif, and it has four serine/threonine residues upstream of the SQ motif (labeled in
blue) which are the sites for normal phosphorylation of the protein in vegetative growth (see panel B). (B) Western blot of an AU-PAGE gel
separating nuclear histones from WT or mutated HTAX rescues of HTA double knockout heterokaryons, stained by anti-H2A polyclonal antibody.
Lanes 1 and 2 show that WT H2A.X is phosphorylated but that it is impossible to determine the phosphorylation status in detail due to the presence
of acetylation on the protein. Lanes 3 and 4 show that there are three phosphatase-sensitive isoforms of the H2A.X in the N-terminal mutation
strain (HTAX S1P�5R) that abolished the acetylation sites. Lanes 5 and 6 show that changing the four serine/threonine residues upstream of the
SQ motif to alanines eliminates the three phosphatase-sensitive isoforms. Lanes 7 and 8 show that an additional phosphatase-sensitive isoform is
detected upon MMS treatment in the mutant Tetrahymena strain [HTAX S1P�5R�(AAAAS)C] lacking all other known acetylation and
phosphorylation sites. (C) IF analysis of the HTAX or S134A rescued cells during conjugation (4 h). �-H2A.X staining is not detectable in S134A
rescued cells. Scale bar, 10 �m. (D) Growth curve of WT, S134A, and S134E rescued cells in 1� SPP medium with 30 �M camptothecin.
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H2A.X (Fig. 2B, lanes 3 and 4). Upon mutating four S/T
residues (S122, S124, T127, and S129) in the H2A.X C termi-
nus (Fig. 2A) to alanines [HTAX S1P�5R�(AAAAS)c res-
cued] (63), the three phosphorylated isoforms disappeared
(Fig. 2B, lanes 5 and 6). These cells produce viable progeny
and grow normally. These results indicate that three of the four
mutated sites (S122, S124, T127, and S129) in H2A.X are
phosphorylated in untreated vegetatively growing cells, yet
they are dispensable (63).

HTAX S1P�5R�(AAAAS)c rescued cells, lacking any
acetylation sites and in which the only remaining phosphory-
latable serine is S134, were then treated with MMS to induce
DSBs. A single, phosphatase-sensitive isoform (Fig. 2B, lanes 7
and 8) (63) was detected. These observations suggest that S134
in the SQ motif is responsible for this phosphorylation event in
response to DSBs. To test this, we made an HTAX S134A
rescued strain, in which an HTAX gene bearing a mutation of
S to A at residue 134 was used to rescue major HTA double
knockout heterokaryons (32, 62). The viable progeny will be
referred to as S134A rescued cells; they have a MIC with both
the HTAX and HTA1 genes knocked out and a MAC contain-
ing the double knockout genes plus a mutated HTAX S134A
gene. To examine whether the S134A mutation abolished
DSB-induced phosphorylation, S134A rescued cells of differ-
ent mating types were mated, fixed, and stained with the anti-
�-H2A.X MAb. No �-H2A.X signal was detected in crescent

MICs of the S134A rescued cells (Fig. 2C). Control HTAX
rescued cells, in which a WT HTAX gene was used to rescue
major HTA double knockout heterokaryons, stained like WT
cells (Fig. 2C). Thus, the S134A mutation in H2A.X can spe-
cifically abolish �-H2A.X staining in meiotic prophase crescent
MICs, confirming that S134 in the H2A.X SQ motif is the site
for phosphorylation in response to meiotic DSBs. This S134A
mutation also was more sensitive to the DSB-producing chem-
icals camptothecin (Fig. 2D) (63) and MMS (data not shown)
than WT cells or than an S134E mutant which is otherwise
isogenic with S134A mutant cells, arguing that phosphorylation
on S134 is important for the signaling and/or repair of DNA
damage in Tetrahymena.

Absence of S134 phosphorylation leads to meiotic defects.
To investigate the function(s) of SQ phosphorylation in mei-
osis in Tetrahymena, we examined whether the absence of
S134 phosphorylation during homologous recombination in
prophase of meiosis I leads to any conjugation defects. We
monitored the conjugation process between two different mat-
ing types of HTAX or S134A rescued strains and scored the
percentages of different stages at various time points after cells
were mixed. Aliquots of the mating cells also were fixed and
stained with the DNA-specific dye DAPI to examine nuclear
morphology. HTAX rescued cells could go through conjuga-
tion to pair separation and formed 34% exconjugants after
24 h postmixing (Fig. 3A and C, stage 7). This result showed

FIG. 3. Absence of S134 phosphorylation leads to meiosis defects and premature termination of conjugation. (A) Conjugation profiles of
matings between two S134A rescued strains or two HTAX rescued strains. Different stages during conjugation (indicated in panel C) were scored
in samples removed at different times. The vertical line between stage 5� (see panel C) and 6 indicates that there are several noninformative stages
in normal conjugation that were not precisely staged in this study but were counted in the total number of cells (n � 346) analyzed. (B) DAPI
staining of the nuclei from the HTAX or S134A rescued strains at different stages of conjugation times as indicated. Scale bar, 10 �m. (C) Different
stages of conjugation scored in panel A. S134A rescued matings prematurely terminated mating after meiosis II (stage 5), which was not seen in
HTAX rescued matings and was denoted as stage 5�. There are several stages, indicated by several horizontal arrows, between stage 5 and 6 that
were not plotted. Black and white nuclei indicate two mating types of the same genetic background cells.

VOL. 27, 2007 H2A.X PHOSPHORYLATION IN TETRAHYMENA 2653

 at T
he Institute for G

enom
ic R

esearch on O
ctober 2, 2008 

m
cb.asm

.org
D

ow
nloaded from

 

http://mcb.asm.org


that, although they do so less efficiently than WT cells, the
H2A double knockout heterokaryon cells are able to complete
conjugation with a transformed WT HTAX gene only in the
MACs. Matings between S134A rescued cells appeared cyto-
logically normal during prophase of meiosis I (data not
shown), but at metaphase I, there is a decrease in micronuclear
DAPI staining compared to HTAX rescued mating cells, and
DAPI-stained fragments were seen near the condensed chro-
mosomes (Fig. 3B, compare frames d and a), suggesting that
there was (partial or whole) chromosome loss in S134A res-
cued cells. During anaphase I, lagging chromosomes were of-
ten observed in S134A mating cells (Fig. 3B, frames e). Al-
though they could still enter meiosis II, the four meiotic MICs
of S134A rescued cells were much smaller than those of HTAX
rescued cells (Fig. 3B, compare frames f and c), and some of
the meiotic MICs were missing. Conjugation of the S134A
rescued cells was then aborted, and the two partners separated
as single cells with four or fewer defective meiotic MICs (Fig.
3A and C, stage 5�). Occasionally, pairs separated after meiosis
I, leaving single cells with MICs undergoing meiosis II (data
not shown).

When S134A rescued cells were mated with WT CU427
cells, the WT cells could not fully rescue the HTAX S134A
mutation. Since the S134A rescued strain has a homozygous
double HTA knockout (both major H2A genes replaced by
neo2 cassettes) in its MIC (62) and since the CU427 MIC is
homozygous for the chx1-1 gene, which confers dominant Cyr

when these two cells mate, true progeny that have completed
conjugation should be both Cyr (since they received one of the
chx1-1 genes from CU427) and Pmr (since they also obtained
the htax::neo2 and hta1::neo2 genes, which confer Pmr, from
the S134A rescued parent). Note that progeny cells also can be
obtained at low frequency from a process known as short-
circuit genomic exclusion (7) which occurs when cells contain-
ing a functional MIC are mated to cells with defective MICs
(see Materials and Methods for details). In the studies per-
formed here, these cells will be Cyr. Only a few exconjugants
were observed after 30 h postmixing, and the Pmr/Cyr ratio was
far below 100% (Table 2). Most of the pairs contained four
MICs, indicating that they had stopped conjugation after mei-
osis was completed. In the following experiments, a low per-
centage of exconjugants and a low Pmr/Cyr ratio when cells
were mated to CU427 cells were used as indicators to identify
the S134A mutant phenotype in conjugation.

Because MICs develop into new MACs and MICs during
conjugation and, in the rescued H2A double knockout strains,
the MICs contain only knockout copies of the major H2A
genes, there was a concern whether the conjugation defects
observed for S134A rescued cells were caused by the absence
of major H2A genes in the conjugating knockout heterokaryon
cells before the mutated HTAX S134A gene was transformed
into the cells. To clarify this issue, a WT MIC was reintroduced
into the S134A rescued strain to create a “rejuvenated” strain.
This is possible in Tetrahymena through round I genomic ex-
clusion (1, 8, 21), a special type of abortive mating between WT
and star (*) strains which have defective, hypodiploid MICs
(see Materials and Methods for details). Since the S134A res-
cued cells stopped mating at meiosis II and did not produce
pronuclei, they behaved like star cells, suggesting that they had
defective MICs. S134A rescued cells were mated with WT
CU427 cells, and two mating types of rejuvenated S134A res-
cued cells were obtained through round I genomic exclusion
(Fig. 4A). These rejuvenated S134A rescued cells have WT
HTAX and HTA1 genes (instead of the double knockouts) in
their MICs but retain the mutated HTAX S134A genes in their
MACs. Rejuvenated S134A rescued cells of different mating
types were then mated with each other or mated with CU427,
and the conjugation process was monitored. Matings with re-
juvenated S134A rescued cells showed the same conjugation
phenotype as the original S134A rescued cells (data not
shown), indicating that the phenotypes observed are due to the
expression of the HTAX S134A gene in the parental MACs,
not to defects in the MICs or the newly formed zygotic MAC.

As an alternative approach to analyze the phenotype pro-
duced by HTAX S134A in an otherwise normal background,
the macronuclear HTAX genes were somatically replaced with
HTAX S134A-neo2 or HTAX-neo2 (the selectable marker neo2
cassette was inserted in HTAX 3� flanking region) genes in WT
cells of different mating types (Fig. 4B). We found that these
somatic HTAX S134A mutants had the same conjugation phe-
notype as the S134A rescued cells (data not shown). These
experiments demonstrate that expression of the H2A.X S134A
mutation in MACs of conjugating cells produces meiotic de-
fects and premature termination of conjugation.

Absence of S134 phosphorylation causes mitotic defects. To
determine if the S134A mutant phenotype described above is
the result of events that occur during meiosis or is the result of
accumulated defects in the MICs during vegetative growth in

TABLE 2. HTAX-neo3 somatic replacing HTAX S134A mutant could not rescue its phenotype during conjugationa

Mating

Percentage of exconjugants by conjugation type
Pmr/Cyr

(%)6-h
pairing

10-h
pairing

10-h
anlagen

10-h
exconjugants

29.5-h
exconjugants

CU427 � CU428 81.5 70.0 100.0 15.4 68.4 0
CU427 � S134A 52.0 23.0 3.0 0 6.7 16
CU427 � rejuvenated

S134A (50-3)
23.2 18.2 9.5 0 5.9 16

CU427 � rejuvenated
S134A (62-5)

48.6 10.6 5.9 0 2.5 10.4

a To determine whether the S134A mutation only causes the meiosis defect, the mutant HTAX S134A gene was replaced with the WT HTAX-neo3 gene in MACs
of the S134A rescued cells (Fig. 5A). These cells now contain WT HTAX genes in MACs but retain MICs that could have kept any DSBs accumulated earlier. Two
such strains were made (50-3 and 62-5). The conjugation results showed that the strains that replaced the S134A mutation in MACs of S134A rescued cells did not
reduce the meiotic defects, as indicated by the low percentage of exconjugants and low Pmr/Cyr ratio. Experiments were repeated twice with similar results.
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the absence of phosphorylatable H2A.X, the mutated HTAX
S134A genes in S134A rescued MACs were replaced with WT
HTAX genes (Fig. 5A). If the S134A mutation causes only
meiosis-specific defects in the MIC of a conjugating cell and if
these cells now go through conjugation with a WT MAC, the
conjugation phenotype should be rescued. On the other hand,
if the S134A mutation also causes irreversible damage to mi-
totic MICs during vegetative growth, this damage should ac-
cumulate before the cells are somatically rescued by replacing
the HTAX S134A gene with a WT HTAX gene. Therefore,

although the reintroduced HTAX completely replaced the
HTAX S134A genes (data not shown), these cells would retain
damaged MICs that might not be able to complete conjuga-
tion. Table 2 shows that the S134A mutation phenotype in
conjugation (determined as a low percentage of exconjugants
and low Pmr/Cyr ratio when cells were mated with CU427
cells) is still present in S134A rescued cells in which the mu-
tated genes in MACs had been replaced with WT HTAX genes,
arguing that, in addition to affecting meiosis, the HTAX S134A
mutation causes micronuclear defects during vegetative

FIG. 4. Strategy to determine if HTAX S134A mutation phenotype is truly meiotic. (A) Genetic manipulations used to replace the HTAX and
HTA1 double knockout MIC in the S134A rescued strain with a WT MIC to generate the rejuvenated S134A strain. This was used to determine
if the phenotype of the HTAX S134A mutation was truly meiotic (see text for description). (B) Diagram of somatic replacement of the HTAX gene
in MACs of WT cells of different mating types with the HTAX-neo2 or HTAX S134A-neo2.

FIG. 5. Eliminating H2A.X SQ motif phosphorylation causes micronuclear DNA loss and abnormal mitosis in T. thermophila. (A) Strategy for
replacing the mutant HTAX S134A gene with WT HTAX-neo3 gene in MACs of S134A rescued cells. (B) Vegetatively growing HTAX rescued
cells (top row) and S134A rescued cells (lower rows) were fixed and stained with DAPI. Shown are MICs and MACs at different stages of the
vegetative cell cycle as indicated. Arrows indicate CEBs (see text for description). Scale bar, 10 �m.
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growth. Therefore, H2A.X phosphorylation on the SQ motif is
likely required for both normal meiosis and mitosis.

Because cells must be grown vegetatively before they can be
conjugated, we cannot rule out the possibility that the meiotic
defects we observed in both the rejuvenated S134A cells or
somatic S134A cells described above were due to the accumu-
lation of mitotic defects during the period of vegetative growth
before the cells were conjugated. However, the behavior of
other mitotic defect mutants or knockouts suggests that the
mitotic defects of S134A cannot account for all of the meiotic
defects. (i) HTAY conditional knockout cells in nonpermissive
conditions have mitotic defects (X. Song and M. A. Gorovsky,
submitted for publication) but can mate with WT cells and
finish conjugation, producing 50% exconjugants (Song and
Gorovsky, unpublished observations), while in the mating be-
tween S134A and WT CU427, only a low percentage (
7%) of
exconjugants were produced and most of the paired cells
stopped mating after meiosis II. (ii) DCL1 knockout cells,
which have severe defects in mitotic chromosome segregation,
could finish mating at a low percentage (52), while in matings
between two different mating types of S134A rescued cells
stopped mating after meiosis II. For these reasons, we believe
that, besides the mitotic defects, S134A has meiotic defects.

To confirm that the HTAX S134A mutation causes micro-
nuclear damage during mitosis in vegetative growth, we exam-
ined micronuclear morphology by DAPI staining of log-phase
S134A or HTAX rescued cells. MICs in more than 70% of the
S134A rescued cells (Fig. 5B, lower rows) were smaller, more
irregular, and less strongly stained than the bright and distinct
MICs of HTAX rescued cells in both mitotically dividing and
nondividing stages (Fig. 5B, top row), suggesting there was
DNA loss during vegetative growth in S134A rescued cells. In
HTAX rescued cells, as in WT cells (30), when macronuclear
division and cytokinesis start, the MICs have already finished
their mitotic division and are visualized as two round dots near
the ends of the cells, each of which will enter one of the
daughter cells (Fig. 5B, top row, frames e and f). In mitotic
S134A rescued cells, lagging chromosomes (Fig. 5B, lower
rows) were often observed along with delayed mitotic divisions
in which MICs were still in different stages of mitosis when the
MACs and cells were dividing (Fig. 5B, lower rows, frames e
and f).

MACs in S134A cells also showed defects. There are more
cells with chromatin exclusion bodies (CEBs) in the S134A
rescued strain (Fig. 5B, lower rows, arrows in frames a, b, c, e
and f) than in HTAX rescued cells. DNA loss by elimination of
CEBs occurs normally in Tetrahymena and is thought to be a
mechanism to maintain the level of macronuclear ploidy (6).
Thus, H2A.X phosphorylation is required for normal micro-
nuclear mitosis and probably also for normal macronuclear
division.

The HTAX S134A mutation in the MAC causes DNA damage
accumulation in both MACs and MICs. Next, we studied
whether the DSB repair machinery is affected in S134A res-
cued cells. It has been reported that foci of Rad51, a recom-
binase required for HR in both meiosis and mitosis (72), are
present in vegetative as well as conjugating cell MACs (45). IF
analyses showed that the Rad51 signal in MACs in vegetatively
growing S134A or HTAX rescued cells was similar as was the
appearance of Rad51 in meiotic MICs (data not shown). Thus,

in Tetrahymena, Rad51 accumulation is not dependent on
H2A.X phosphorylation. We then tested whether the S134A
mutation causes less efficient repair and leads to accumulation
of DNA damage. Since �-H2AX is one of the earliest cellular
responses to DNA DSBs, we first checked �-H2AX expression
in S134A rescued cells. To overcome the fact that, in S134A
rescued cells, the mutated H2A.X S134A cannot be phosphor-
ylated on S134 and thus cannot be stained by the anti-�-H2AX
MAb, we utilized the well-established phenomenon of conju-
gation-mediated transfer of protein and/or mRNA between
two mating cells in Tetrahymena (51). A WT cell was mated
with an S134A rescued cell whose nuclei, lacking WT H2A.X,
cannot be stained with the anti-�-H2A.X MAb. When the
mutant cell receives WT H2A.X (or HTAX mRNA) from the
WT cell by conjugation-mediated transfer (Fig. 6A), both cells
in the pair should be stained with the anti-�-H2AX if H2A.X
is phosphorylated on SQ. The staining observed in the mu-
tant cell then becomes an assay for the presence of DSBs in
that cell.

IF staining by anti-�-H2A.X of matings between WT and
S134A or HTAX rescued cells are shown in Fig. 6B. In matings
between WT and HTAX rescued cells, �-H2A.X staining is
observed initially in early stage II meiotic prophase cells (Fig.
6B, row c), as in WT mating cells (Fig. 1B). However, in
matings between WT and S134A rescued cells, �-H2A.X signal
is detectable in the S134A cell in stage I, even before the MICs
elongate (Fig. 6B, row b), indicating that DNA DSBs had
accumulated in MICs before conjugation. In the S134A res-
cued cell, the MAC also shows a strong signal (Fig. 6B, row b)
that is not observed in the WT partner. These differences
between the cells containing WT H2A.X and the S134A mu-
tant H2A.X distinguish the WT from S134A rescued cells in a
pair. When MICs elongate, the �-H2A.X staining appears in
MICs of both WT and S134A rescued cells, and the macro-
nuclear staining in S134A cells persists (Fig. 6B, rows d, f, and
h). �-H2A.X staining in parental MACs of conjugating WT
cells is never observed. From the DAPI staining, as observed in
vegetative cells, the MICs, and probably also the MACs, of
S134A rescued cells contain less DNA than those in WT cells.
As seen in matings of two S134A rescued cells (Fig. 3B),
meiotic defects in matings between WT and S134A cells were
also observed. �-H2A.X signal was observed in the hypodiploid
MICs as well as lagging chromosomes in metaphase I (Fig. 6C,
rows a and b), anaphase I (Fig. 6C, row c), and anaphase II
(Fig. 6C, rows d and e). These defects were observed only in
the S134A cell in the pair but not in the WT partner, indicating
that they reflected intrinsic defects in the S134A MICs. These
abnormalities were not observed in matings between WT and
HTAX rescued cells (data not shown). These results argue that
DSBs exist in meiotic MICs before and after the period of HR
as well as in MACs of the S134A cells. Although the major
function of �-H2AX appears to be associated with DSBs, it has
also been suggested to have other functions (reviewed in ref-
erence 59). Note, however, that one commonly cited case
where H2A.X phosphorylation appears to function indepen-
dently of DSBs, its association with the inactive X chromo-
some, has recently been shown to occur during late replication,
where it could also be associated with transient, replication-
associated DSBs (14). To confirm that S134A cells accumu-
lated DSBs, we used single-cell, neutral gel electrophoresis
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FIG. 6. HTAX S134A mutation in MACs causes DNA damage accumulation in both MICs and MACs. (A) Diagram of conjugation-mediated
transfer of protein (or mRNA) between the two partners of a pair. (B) IF analysis of conjugation between WT and HTAX rescued cells (rows a,
c, e, and g) or WT and S134A rescued cells (rows b, d, f, and h), stained with anti-�-H2A.X and DAPI. WT cell is on the left in each pair of matings
between WT and S134A rescued cells. WT cells and HTAX rescued cells are indistinguishable. (C) IF analysis of conjugation between WT and
S134A rescued cells, stained with anti-�-H2A.X and DAPI, showing the meiotic defects of S134A MICs (see text for details). WT cell is on the
left in each pair. (D) Neutral comet assay showing the DAPI-stained nuclei (a and b) after neutral single-cell gel electrophoresis. Graphs show
quantification of the average tail lengths (c) and total DNA contents (including tail and chromosomal DNA; d) from about 50 nuclei of S134A
or HTAX rescued cells using the Image J program. Scale bars, 10 �m (B and C) and 100 �m (D).
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(comet assay) (75). As shown in Fig. 6D, S134A rescued cells
exhibited longer comet tails (average tail length, 145 �m; n �
51; standard deviation [SD], 6.7) than HTAX rescued cells
(average tail length, 99 �m; n � 50; SD, 13.6) (Fig. 6D, a to c),
while they have similar total (mostly macronuclear) DNA con-
tents (Fig. 6D, d), indicating that they contain more DSBs in
their macronuclear DNA.

DISCUSSION

We show in this study that one of the major histone H2As in
Tetrahymena is a typical H2A.X. It can be phosphorylated at
the serine 134 residue in its SQ motif in response to DSBs
induced by chemical agents and during meiosis. Using a MAb
specific to a phosphopeptide (KATQA[pS]QEY) correspond-
ing to residues 134 to 142 of human H2A.X, together with a
mutant strain (S134A) that abolished the phosphorylation site,
we demonstrate that the SQ motif phosphorylation is impor-
tant for cells to recover from exogenous DNA damage and to
repair breaks associated with normal micronuclear meiosis and
mitosis and macronuclear amitosis. The inability to phosphor-
ylate this site leads to meiotic, mitotic, and amitotic defects and
accumulation of DSBs in both MICs and MACs of Tetrahy-
mena cells.

Although the H2A.X S134A mutation causes visible defects
in mitosis of MICs, and appears to affect amitosis of MACs,
the mutation is not lethal for vegetative growth. Most previ-
ously described mutations that affect Tetrahymena MICs are
not lethal (52, 86), which is likely due to the transcriptional
inertness of the MIC in vegetative growth. Mutations that
abolish the SQ phosphorylation site or knock out H2AX in
other organisms also are not lethal (12, 23), suggesting that
either there are alternative, less efficient, pathways to repair
DSBs in the absence of �-H2A.X or that cells can tolerate
DSBs. While our studies do not allow us to determine whether
Tetrahymena has such alternative pathways, it is clear that this
organism can tolerate unrepaired DSBs.

Since the S134A rescued strain grew but had severe meiosis
defects and stopped conjugation prematurely, it appears that,
in Tetrahymena, either the role of �-H2A.X is more important
in repair of meiotic DSBs than in repair of breaks created
during mitosis or that meiosis is more sensitive to the existence
of DSBs. During vegetative growth, the MIC is not transcribed,
and the damage accumulated in vegetative MICs can cause
mitotic defects but will not have a major phenotypic effect until
the next round of conjugation. Since Tetrahymena cells can
replicate indefinitely in the absence of functional MICs, it may
have been evolutionarily advantageous to eliminate mitotic
DNA damage checkpoints. In MACs, which are transcription-
ally active and control the phenotype of vegetative cells, there
are �45 copies of each chromosome, so breaks in some genes
could be compensated by other copies that are still intact,
enabling cells to survive with unrepaired DSBs.

Given that the MIC is the germ line nucleus and will give rise
to the new MIC and MAC in the process of conjugation, it
seems reasonable that Tetrahymena cells would have meiotic
checkpoints that protect the long-term survival of the cells by
stopping the process of conjugation to prevent production of
progeny with aneuploid macronuclei. However, although
H2A.X phosphorylation at the SQ motif is essential for proper

meiosis and leads to premature termination of conjugation
after meiosis II, matings between the S134A rescued cells
showed no evidence of a block in prophase I even though they
show chromosome loss at metaphase I and chromosome seg-
regation defects in anaphase I. These results suggest that the
recombination (or pachytene) checkpoint observed in many
organisms, which monitors DSBs in meiotic recombination and
delays cell cycle progression in prophase I until all the DSBs
have been repaired (33, 66), is either weak or nonexistent in
the absence of �-H2A.X in Tetrahymena cells. It is possible that
an adaptation process, which renders cells capable of overcom-
ing the checkpoint-dependent block and permits meiotic pro-
gression with unrepaired DSBs, could be operating in the
S134A rescued cells. Such adaptations have been observed in
the budding yeast recombination checkpoint (33, 48, 93). How-
ever, this seems unlikely since there is no detectable delay in
the progress of S134A cells through meiosis until after meiosis
II (Fig. 3). The arrest observed in later stages of conjugation,
after meiosis II and before the third prezygotic mitosis in
matings between S134A rescued cells, could be explained by
the activity of a mitotic DNA damage checkpoint activated by
the unrepaired DSBs that persist past meiosis II in S134A
rescued cells. If this is the case, there is no specific meiotic
checkpoint in Tetrahymena in the absence of �-H2A.X. How-
ever, if such a mitotic checkpoint exists in Tetrahymena, it must
be subject to adaptation in vegetative S134A cells, which con-
tinue to grow, but not in conjugating cells.

Meiotic recombination events in mouse and yeast are well
studied, and �-H2A.X appearance in these organisms precedes
and is spatially distinct from synapsis (47, 65, 95). SCs have not
been identified in Tetrahymena. Our results show that Tetrahy-
mena �-H2A.X follows a similar time line, even though it lacks
SCs; i.e., �-H2A.X appears in early stage II cells, before the
reported appearance of Rad51 in MICs in late stage II and
before the close pairing of homologous chromosomes in stage
IV (45), and disappears when the micronuclear chromosomes
become condensed in metaphase I. These studies provide the
first evidence for the timing of the appearance of meiotic DSBs
in Tetrahymena, demonstrating that they occur in the very early
crescent stage of Tetrahymena conjugation at the beginning of
prophase of meiosis I and that they likely persist until the end
of the crescent stage, when meiotic crossing over is probably
completed. Finally, our results shed new light on the nature of
the programmed degradation of the parental MAC during
conjugation. Previous studies showed that this process is ac-
companied by the production of oligonucleosome-sized DNA
fragments (20) and the appearance of caspase 1-, 8-, and 9-like
(25, 37) and endonuclease G-like activities (38), suggesting
that it occurred by a mechanism resembling apoptosis in higher
organisms. However, apoptosis in higher organisms is also ac-
companied by phosphorylation of H2A.X (46, 54, 68), and we
were unable to demonstrate any �-H2A.X staining in degen-
erating MACs. We also failed to detect any open reading
frames with significant homology to caspases 1, 8, and 9 or to
endonuclease G in a BLASTP search of the TIGR gene pre-
dictions based on the Tetrahymena macronuclear genome se-
quence (http://seq.ciliate.org/cgi-bin/BLAST-tgd.pl), making it
highly unlikely that an apoptotic-like mechanism is involved.
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The Nonessential H2A N-Terminal Tail Can Function as an Essential
Charge Patch on the H2A.Z Variant N-Terminal Tail
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Tetrahymena thermophila cells contain three forms of H2A: major H2A.1 and H2A.2, which make up �80%
of total H2A, and a conserved variant, H2A.Z. We showed previously that acetylation of H2A.Z was essential
(Q. Ren and M. A. Gorovsky, Mol. Cell 7:1329–1335, 2001). Here we used in vitro mutagenesis of lysine
residues, coupled with gene replacement, to identify the sites of acetylation of the N-terminal tail of the major
H2A and to analyze its function in vivo. Tetrahymena cells survived with all five acetylatable lysines replaced
by arginines plus a mutation that abolished acetylation of the N-terminal serine normally found in the
wild-type protein. Thus, neither posttranslational nor cotranslational acetylation of major H2A is essential.
Surprisingly, the nonacetylatable N-terminal tail of the major H2A was able to replace the essential function
of the acetylation of the H2A.Z N-terminal tail. Tail-swapping experiments between H2A.1 and H2A.Z revealed
that the nonessential acetylation of the major H2A N-terminal tail can be made to function as an essential
charge patch in place of the H2A.Z N-terminal tail and that while the pattern of acetylation of an H2A
N-terminal tail is determined by the tail sequence, the effects of acetylation on viability are determined by
properties of the H2A core and not those of the N-terminal tail itself.

In eukaryotic cell nuclei, DNA associates with histones to
form chromatin. The basic unit of chromatin is the nucleosome
core particle consisting of �146 bp of DNA wrapped around
an octamer of two of each of the four conserved core histones,
H2A, H2B, H3, and H4 (85). All core histones contain a high-
ly structured C-terminal histone-fold domain and a highly
charged, structurally undefined, N-terminal tail domain that
emerges from the histone core. These tails are thought to be
important for DNA-histone and histone-histone interactions
within and/or between nucleosomes and for interactions with
nonhistone proteins (52, 89). In addition, H2A has an ex-
tended C-terminal tail contacting DNA near the dyad axis at
the center of the nucleosome core (77, 87).

The seemingly simple, repetitive nature and highly con-
densed state of chromatin in the nucleus provide apparent
limitations to chromatin functions, especially to transcription
regulation in different cell types and physiological states. Sev-
eral mechanisms have evolved to produce heterogeneity in the
chromatin, including complex patterns of histone modifica-
tions and sequence variation of histones. Most histone modi-
fications, including acetylation, phosphorylation, methylation,
and ubiquitination, occur on the histone amino- and carboxyl-
terminal tails (34). Of all the histone modifications, acetylation
of the ε-amino group of lysine, which occurs after histone
deposition and is restricted to the N-terminal tails, is probably
the most abundant and is the best characterized. This acetyla-
tion has been closely linked to transcriptional activation (12,
63) by findings that many transcriptional activators or coacti-
vators possess histone acetyltransferase (HAT) activity (13,
64), while corepressors containing histone deacetylase activity

can repress transcription (54, 72). Recent studies also have
shown that acetylation patterns of chromatin domains are im-
portant for establishing stable patterns of gene expression (28).

Besides the relationship between histone acetylation and
transcription regulation, histone acetylation is also involved in
processes such as DNA replication (80), nucleosome assembly,
and chromosome condensation (74).

Two mechanisms have been proposed for how acetylation
and other histone posttranslational modifications might act.
Acetylation might modify chromatin structure and function by
affecting histone-DNA interactions or histone-histone interac-
tions. Alternatively or in addition, acetylation might act by
altering the ability of nonhistone transcription or replication
factors to bind to the N-terminal tails (44, 86).

It has recently been suggested that histone modifications,
acting at specific sites either alone, in combination, or in se-
quential fashion on one or multiple histone tails, can form a
complex histone code that can either enhance or reduce the
interaction affinities with chromatin-associated proteins and
thereby specify unique chromatin functions (42, 69, 76). The
hallmark of this histone code mechanism is that the posttrans-
lational modification provides a site-specific signal (either a
structural motif, a structural change, or a specific charge) that
affects recognition of the site by another molecule. There is
ample evidence to support this kind of mechanism. Catalytic
HATs and histone deacetylases do not acetylate and deacety-
late histones nonspecifically (23, 84). Bromodomains found in
HATs and in some transcription factors (PCAF, TAFII250)
can selectively interact with acetylated lysines either individu-
ally or in specific combination in the histone N-terminal tails
(20, 41). The chromodomains of some heterochromatin pro-
teins and histone methyltransferases are highly selective for
methylated H3 at K9 but not for methylated H3 at K4 (11, 55).
A lot of evidence also shows the interplay between different
modifications on single or multiple histone tails (91). H3 phos-
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phorylation at serine 10 can enhance acetylation on lysine 14
and affect transcription at specific genes (17, 51). H4-R3 meth-
ylation mediated by PRMT1 (70, 81) facilitates p300-mediated
acetylation on H4-K8 and H4-K12. In the reverse direction,
histone H4 acetylation on any of the four lysines (K5, K8, K12,
or K16) also inhibits the subsequent methylation at H4-R3 by
PRMT1 (81).

Charge-altering modifications also can affect chromatin
function by a second mechanism in which they alter the charge
of a protein domain rather than affect a specific site. This
“charge patch” mechanism has been shown to apply to regu-
lation of the expression of specific genes by phosphorylation of
linker histone H1 in Tetrahymena (21, 22) and to modulation of
the essential function of histone H2A.Z by acetylation in Tet-
rahymena (62). In these cases, the function of the modification
is to alter the charge of the domain in which it resides. Unlike
the histone code, these changes need not be site specific. Mod-
ulation of the charge at any one of a number of clustered sites
can have the same effect. The ability of acetylation to inhibit
the salt-induced condensation of nucleosome oligomers in
vitro (75) could be such an effect, and if acetylation were to
inhibit nucleosome condensation in vivo, it could facilitate
transcription.

In addition to posttranslational modifications of histones,
another factor that contributes to chromatin functional heter-
ogeneity is the existence of nonallelic histone variants (37).
The demonstration that some histone mutations have highly
specific effects on transcription, coupled with the observation
that expression of some histone variants is temporally, devel-
opmentally, and spatially regulated, suggests that variant nu-
cleosomes perform distinct functions (88).

The best-studied core histone variant is H2A.Z (61). H2A.Z
has been found in diverse organisms, including Tetrahymena
(83), Saccharomyces cerevisiae (39, 65), Schizosaccharomyces
pombe (15), Drosophila (79), Arabidopsis thaliana (14), sea
urchins (24), chickens (19, 36), and mammals (10). Phyloge-
netic analysis of H2A protein sequences (73) demonstrated
that the major H2As and the H2A.Z variants diverged early in
eukaryotic evolution and that the H2A.Zs show even less evo-
lutionary divergence than the major H2As. Therefore, there
were two types of H2A genes in primitive eukaryotes before
the divergence of ciliates, fungi, animals, and plants, and they
have been under different selective pressures since that time.

The evolutionary implication that the major H2As and
H2A.Z variants have distinct and important functions has been
confirmed experimentally. In Drosophila and in S. cerevisiae,
the distribution of the two types of H2A in chromatin differs
(47, 65). Deletions of genes encoding H2A.Z are lethal in
Tetrahymena (50), Drosophila (78), and mice (25) and cause
slow growth and/or conditional lethality in yeasts (2, 15, 40,
65). In both S. cerevisiae (43, 50, 66) and Tetrahymena (48),
mutants without at least one of the two major histone genes
(HTA1 or HTA2) cannot survive. In S. cerevisiae, expression of
the gene encoding H2A.Z (HTZ1) cannot rescue disruptions
of both genes encoding the major H2As even when overex-
pressed or placed under control of the HTA1 promoter (40,
65). Chimeric genes with different domains on the H2A.Z
replaced with those of major H2A were injected into Drosoph-
ila H2A.Z null embryos to investigate which domain(s) is es-
sential for H2A.Z function (18). Surprisingly, the essential

portions of H2A.Z are the �C helix and H3/H4-binding do-
mains. Thus, it is clear that the H2A.Z variants and the major
H2As have distinct functions, both of which are either essential
or required for normal growth in all organisms tested.

Little is known about the specific functions that are distinct
to either the major H2As or to the H2A.Z variants. Pinto and
Winston (58) argued that the major H2A of S. cerevisiae was
required for normal centromere function because two cold-
sensitive H2A mutations showed chromosome segregation
phenotypes and interacted genetically with mutations in known
centromere components. While this study did not specifically
test the same mutations in H2A.Z, the fact that the H2A
mutations had centromere-specific effects in cells containing a
wild-type HTZ1 gene suggests that this centromere function is
specific for the major H2A. Considerable circumstantial evi-
dence suggests that H2A.Z has a transcription-related func-
tion. In Tetrahymena, H2A.Z is present only in the transcrip-
tionally active macronuclei and not in the transcriptionally
inactive micronuclei of vegetative cells but appears in premei-
otic micronuclei of conjugating cells when they become tran-
scriptionally active (68). In S. cerevisiae, mutations in HTZ1 are
synthetically lethal with deletion of SNF2 (65), a component of
the SWI/SNF remodeling complex required for transcription
of many genes, while mutations in the major histones suppress
SWI2 deletion (45, 46, 60, 82).

The likely function of H2A.Z in transcription and the well-
documented relationship between acetylation and transcrip-
tion led us to analyze the function of acetylation of H2A.Z. We
showed that acetylation of Tetrahymena H2A.Z is essential and
that it acts to modulate a charge patch on its N-terminal tail
(62). Because the function of the major H2A of Tetrahymena is
essential but distinct from that of H2A.Z, in this study we
sought to identify the sites of acetylation of the major H2A in
this organism and analyze their function. We changed the
acetylation sites on major histone H2A.1 either from lysine to
arginine, which conserves the net positive charge of lysine but
cannot be neutralized by acetylation, or from lysine to glu-
tamine, which resembles acetylated lysine in charge and struc-
ture. We showed that Tetrahymena cells survive plus five lysines
of their major H2A replaced by arginines plus a mutation that
abolishes the N-terminal acetylation of serine normally found
in the wild-type protein (29, 30). Thus, acetylation of the major
histone H2A is quite different from acetylation of H2A.Z: it is
not essential, even though the protein itself is essential and
constitutes �80% of the total H2A. We also found that the
N-terminal tail of H2A can replace the H2A.Z N-terminal tail
and that the nonessential acetylation of the major H2A N-
terminal tail can provide modulation of the charge patch on
the H2A.Z N-terminal tail, which is essential for H2A.Z func-
tion. We conclude that when H2A.Z has a highly positively
charged tail, it is essential that at least one of the positive
charges of the tail can be neutralized in vivo by acetylation.
However, this essential function of acetylation depends on
properties of the H2A molecule that are independent of those
of the tail itself.

MATERIALS AND METHODS

Strains, culture, and conjugation. Table 1 lists the Tetrahymena thermophila
strains used in this study. Strains CU428, CU427, and B2086 were kindly pro-
vided by P. J. Bruns (Cornell University). Histone H2A knockout heterokaryon
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strains G4A1F14A and G4B1G6A and all mutant strains were generated as
described below. For studies of vegetative growth, Tetrahymena cells were grown
in SPP medium containing 1% proteose peptone (1� SPP) (32). For conjuga-
tion, two strains of different mating types were washed, starved (16 to 24 h, 30°C),
and mated in 10 mM Tris-HCl (pH 7.5) as described previously (4).

Plasmid construction. The HTA1 gene knockout construct (pQR10B) is based
on plasmid pXL53, a pBluescript KS(�) derivative, which contains a copy of the
HTA1 coding sequence (49), 3.5 kb of 5� flanking sequence, and 1.8 kb of 3�
flanking sequence. A 0.5-kb HindIII-HincII fragment, which included the whole
coding sequence of the HTA1 gene, was removed and replaced with a 1.5-kb
HindIII-SmaI fragment from p4T2-1, a pBluescript KS(�) derivative, which
contains a copy of the neo2 gene cassette (31). The neo2 gene, controlled by a
histone H4 gene (HHF1) promoter, is transcribed in the direction opposite to
that of the wild-type HTA1 gene (Fig. 1A). The final fragment, HTA1::neo2, was
released from pQR10B by digestion with KpnI and SacI.

For the HTA2 gene knockout construct (pQR17), a 1.5-kb fragment of the
HTA2 5� flanking sequence (from an NsiI site to the ATG start codon) was PCR
amplified from Tetrahymena genomic DNA and inserted into the SmaI site of the
3� polylinker region of p4T2-1. A 1.5-kb fragment of the HTA2 3� flanking
sequence (from the TGA stop codon to a BglII site) was PCR amplified from
pXL46, a pBluescript KS(�) derivative that contains a copy of the HTA2 gene,
and inserted into the 5� polylinker region (between KpnI and EcoRV) of p4T2-1.
The neo2 gene is transcribed in the direction opposite to that of the wild-type
HTA2 gene (Fig. 1A). The final fragment, HTA2::neo2, was released from
pQR17 by digestion with KpnI and SacI.

Site-directed mutagenesis. Oligonucleotide-directed, double-strand mutagen-
esis was performed as described previously (9) on pXL53, which contains a copy
of the wild-type HTA1 gene. In some cases, a silent mutation was introduced to
generate a restriction enzyme site used to monitor transformation. All mutated
genes were sequenced with an automatic sequencing system (ABI Prism) and
released by digestion with KpnI and SacI before being introduced into knockout
heterokaryons.

Construction of HTA1 and HTA2 double-knockout heterokaryons and trans-
formation of mutated genes. Using the DuPont Biolistic PDS-1000/He particle
delivery system (Bio-Rad Laboratories) as described previously (16), the HTA1
and HTA2 genes encoding H2A.1 and H2A.2 were disrupted individually with
HTA1::neo2 or HTA2::neo2 by biolistic transformation into early stage (2.5 h)
conjugating CU428 and B2086 cells. Homozygous knockout heterokaryon strains

of HTA1 (G115B5 and G114B11) and HTA2 (G209C4 and G204F2) with dif-
ferent mating types were created as described previously (35).

To create major histone H2A double germ line knockout heterokaryons,
the homozygous HTA1::neo2 strain, G115B5, was mated with a homozygous
HTA2::neo2 strain, i.e., G209C4 or G204F2. The heterozygous progeny were
then mated to a B�VI strain (56) as described previously (90) to obtain strains
with homozygous HTA1::neo2 and HTA2::neo2 in the micronucleus. Two strains
(G4A1F14A and G4B1G6A) with different mating types were created. These
strains contain disrupted HTA1 and HTA2 genes in their micronuclei and wild-
type genes in their macronuclei. When these paromomycin-sensitive heterokary-
ons conjugate, the old paromomycin-sensitive macronuclei are replaced by new
ones produced by meiosis, fertilization, and mitotic division of the micronuclei of
the cells. Consequently, the drug resistance genes that disrupt the HTA1 and
HTA2 genes are expressed in the new macronuclei, allowing simple drug selec-
tion for successful mating. However, because major histone H2A.1 and H2A.2
together are essential in Tetrahymena (50) and the new macronucleus contains
only disrupted copies of both genes, the progeny from this mating die unless they
are transformed during mating with an HTA1 gene that functions well enough to
support growth.

Successful creation of germ line knockout heterokaryons of the HTA1 and
HTA2 genes was demonstrated by showing that no viable progeny were obtained
when double-knockout heterokaryons of two different mating types were mated
and that progeny were able to be rescued by transformation with a wild-type copy
of HTA1. In addition, the physical structure of the disrupted HTA gene in the
micronucleus of the heterokaryons was examined by mating knockout hetero-
karyons with wild-type CU427 cells and selecting for retention of HTA1::neo2
and HTA2::neo2 by increasing the paromomycin concentration to 2.0 mg/ml.
When genomic DNA was analyzed by PCR using primers specific for the 5� and
3� flanking sequences of HTA1 or HTA2, the presence of disrupted genes (indi-
cated by the presence of the 1.5-kb neo2 cassette) was demonstrable in progeny
cell macronuclei, indicating that the parental heterokaryons have the disrupted
gene in their micronuclei. As expected, the heterozygous macronuclei of these
progeny cells also have wild-type copies of the HTA1 and/or HTA2 gene as
required to provide the essential major H2A functions (Fig. 1B).

Because matings between two knockout heterokaryons fail to produce viable
offspring and their progeny can be rescued by either a wild-type or a nonlethal
mutated version of the HTA1 gene, these strains greatly facilitate systematic
mutagenesis studies on major histone H2A modification sites, as illustrated in

TABLE 1. Strains used in this study

Strain Genotype (micronucleus) Phenotype (macronucleus)

CU428.2 HTA1/HTA1 CHX1/CHX1 mpr1-1/mpr1-1 wt,c pm-s cy-s mp-s VII
CU427.4 HTA1/HTA1 chx1-1/chx1-1 MPR1/MPR1 wt, pm-s cy-s mp-s VI
B2086.1 HTA1/HTA1 CHX1/CHX1 MPR1/MPR1 wt, pm-s cy-s mp-s II
G115B5 �HTA1/�HTA1a HTA2/HTA2 CHX1/CHX1 mpr1?/mpr1?b wt, pm-s cy-s mp-r ?
G114B11 �HTA1/�HTA1 HTA2/HTA2 CHX1/CHX1 mpr1?/mpr1? wt, pm-s cy-s mp-r ?
G209C4 HTA1/HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? wt, pm-s cy-s mp-r ?
G204F2 HTA1/HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? wt, pm-s cy-s mp-r ?
G4A1F14A �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? wt, pm-s cy-s mp-r ?
G4B1G6A �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? wt, pm-s cy-s mp-r ?
HTA1-D1A01 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? wt H2A.1 �H2A.2 pm-r cy-s mp-? ?
HTA1-D9B6 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 RRRRR �H2A.2 pm-r cy-s mp-? ?
HTA1-D11B1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 ARRRRR �H2A.2 pm-r cy-s mp-? ?
HTA1-D18C1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 PRRRRR �H2A.2 pm-r cy-s mp-? ?
HTA1-D19B1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 VRRRRR �H2A.2 pm-r cy-s mp-? ?
HTA1-D26A �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 VKRRRR �H2A.2 pm-r cy-s mp-? ?
HTA1-D25C �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 VRKRRR �H2A.2 pm-r cy-s mp-? ?
HTA1-D23A1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 VRRKRR �H2A.2 pm-r cy-s mp-? ?
HTA1-D27A1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 VRRRKR �H2A.2 pm-r cy-s mp-? ?
HTA1-D24A1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1 VRRRRK �H2A.2 pm-r cy-s mp-? ?
HTA3-T57E1 �HTA3/�HTA3 CHX1/CHX1 mpr1?/mpr1? H2A.Z(H2A.1)N pm-r cy-s mp-? ?
HTA3-T65E2 �HTA3/�HTA3 CHX1/CHX1 mpr1?/mpr1? H2A.Z(H2A.1RRRRR)N pm-r cy-s mp-? ?
HTA3-T90N �HTA3/�HTA3 CHX1/CHX1 mpr1?/mpr1? H2A.Z(H2A.1S1V�5R)N pm-r cy-s mp-? ?
HTA3-T89K �HTA3/�HTA3 CHX1/CHX1 mpr1?/mpr1? H2A.Z(H2A.1S1V�7R)N pm-r cy-s mp-? ?
HTA1-D35C �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1(H2A.Z)N �H2A.2 pm-r cy-s mp-? ?
HTA1-D33A1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1(H2A.Z 6K)N �H2A.2 pm-r cy-s mp-? ?
HTA1-D34B1 �HTA1/�HTA1 �HTA2/�HTA2 CHX1/CHX1 mpr1?/mpr1? H2A.1(H2A.Z 5K)N �H2A.2 pm-r cy-s mp-? ?

a The correct genetic nomenclature for �HTA1/�HTA1 is hta1-1::neo2/hta1-1::neo2 (3), but we use the abbreviation to conserve space.
b ?, genotype or mating type not determined.
c wt, wild type.
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FIG. 1. Creation of major H2A knockout heterokaryons. (A) Knockout constructs for HTA1 and HTA2. The entire coding region of either
HTA1 or HTA2 was replaced by a neo2 cassette that confers resistance to paromomycin when expressed in macronuclei. The macronuclear genomic
HTA1 gene is shown as a 5-kb PstI-BglII fragment containing the HTA1 coding region. The HTA1::neo2 knockout construct is shown as a neo2
cassette with 3.2-kb 5� and 1.8-kb 3� HTA1 flanking sequences. The macronuclear genomic HTA2 gene is shown as a 3.5-kb NsiI-BglII fragment
containing the HTA2 coding region. The HTA2::neo2 knockout construct is shown as a neo2 cassette with 1.5-kb 5� and 1.5-kb 3� HTA2 flanking
sequences. In both knockout constructs, the neo2 gene was transcribed in the direction opposite to that of the HTA gene. (B) PCR analysis of
double-knockout heterokaryon progeny. The physical structure of the disrupted HTA1 and HTA2 genes in the micronuclei of the heterokaryons
was examined by mating knockout heterokaryons with wild-type CU427 cells and selecting for retention of HTA1::neo2 and HTA2::neo2 by
gradually increasing the paromomycin concentration to 2.0 mg/ml. When genomic DNA was analyzed by PCR using primers specific for the 5� and
3� flanking sequences of HTA1 or HTA2 (indicated by arrows in panel A), the presence of the disrupted HTA1 and HTA2 genes was demonstrable
in progeny cell macronuclei (neo2 band), indicating that the parental heterokaryons had the disrupted gene in their micronuclei. As expected, the
heterozygous macronuclei of these progeny cells also had wild-type copies of the HTA1 and HTA2 genes required to provide the essential H2A
functions. ��, progeny of mating CU427 � double germ line knockout heterokaryon; wt, progeny of mating CU427 � CU428 wild-type strain.
(C) Example of an experiment in which knockout heterokaryon progeny were rescued by transformation with a mutated HTA1 gene. The mutated
HTA1RRRRR construct is shown as a 5.0-kb PstI-BglII fragment containing specific mutations that also introduce a new AvaII restriction enzyme
site. After this mutated gene was transformed into knockout heterokaryons, PCR analysis was done to test for the presence of the mutated gene
in the transformants. The HTA1 coding regions from wild-type control cells and HTA1RRRRR transformants were PCR amplified using the
primers indicated by arrows in panel C. The PCR products, with or without AvaII digestion, were run on an agarose gel. The 600-bp PCR products
from HTA1RRRRR mutant transformants contained the AvaII site and were cleaved into two shorter fragments, while the products from the
wild-type strain were not cleaved.
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Fig. 1C. A mutated form of the HTA1 gene containing five arginine replacements
at its N-terminal tail (see Results for details) was introduced into mating
G4A1F14A and G4B1G6A knockout heterokaryons at late stages of conjugation
(24 h) by biolistic transformation (16), and progeny were selected with paromo-
mycin at 120 �g/ml. Viable progeny were obtained, indicating that the mutation
is nonlethal. When the HTA1 coding region of the progeny is PCR amplified
using primers specific for the HTA1 gene, the mutated and newly introduced
HTA1 gene is easily differentiated from the wild type because the mutated gene
contains an AvaII restriction enzyme site such that only the PCR product from
the desired mutants is cleaved by this enzyme. Finally, the genotypes of all
mutants were confirmed by sequencing the PCR products from genomic DNA of
the transformed progeny.

Growth analysis. Specific mutant strains, along with a strain rescued with the
wild-type HTA1, were used in vegetative growth assays as described previously
(67). Cells from each strain were inoculated into 50 ml of 1� SPP medium at
starting densities of 1 � 104 cells/ml. Cultures were grown at 30°C with vigorous
shaking, and samples (100 �l) were counted at frequent intervals with a ZB1
Coulter counter (Coulter Electronics, Inc.). Growth data were plotted using
Cricket Graph III software (Computer Associates). Doubling times were calcu-
lated using the linear portion of the logarithmic growth curves.

Nuclear isolation and histone extraction. Rescued strains were grown to log
phase (cell density, 2 � 105 cells/ml), and macronuclei were isolated by the
method of Gorovsky et al. (32). Histones were extracted from macronuclei with
0.4 N H2SO4 (5) and precipitated with 20% trichloroacetic acid.

Acid-urea polyacrylamide gel electrophoresis and immunoblotting. Nuclear
histones (25 �g) from mutants and wild-type HTA1 rescued strains, with or
without pretreatment with � protein phosphatase (New England Biolabs, Inc.) at
10 U/�l for 5 h at 30°C, were separated on long acid-urea polyacrylamide slab
gels (15% acrylamide, 6 M urea, 5% acetic acid) as described previously (6) and
transferred onto an Immobilon-P membrane (Millipore). After blocking in 5%
nonfat milk, anti-H2A (1:5,000) or anti-hv1 (1:10,000) (68) was added and the
blot was incubated overnight at 4°C. A 1:100,000 dilution of horseradish perox-
idase-conjugated goat anti-rabbit immunoglobulin G (Sigma) was used as sec-
ondary antibody. Blots were developed using the ECL Western blotting detec-
tion kit (NEN) according to the manufacturer’s instructions.

RESULTS

Acetylation occurs on at least three of the lysines in the
N-terminal tail. There are five lysine residues (5, 8, 10, 12, and
17) in the T. thermophila H2A.1 N-terminal tail (49). To iden-
tify which ones were acetylated, we mutated them, singly or
in combination, to arginine. This conserves the net positive
charge of lysine, but arginine cannot be neutralized by acety-
lation (53). We then used the mutated genes to rescue the
progeny of a mating between two H2A knockout heterokaryon
strains.

To determine the acetylation status of H2A.1, nuclear his-
tones from strains rescued with wild-type or mutated HTA1
genes were separated on acid-urea gels, which separate his-
tones by both molecular weight and charge. Gels were then
immunoblotted and stained with a highly specific antibody for
Tetrahymena H2A to differentiate H2A.1 from any other comi-
grating Tetrahymena histones. Tetrahymena H2A is modified by
both acetylation and phosphorylation (7), both of which alter
the charge and therefore produce differences in mobility in this
gel system. To eliminate the effects of phosphorylation on
heterogeneity, histones were pretreated with � protein phos-
phatase (33). This assay was used to characterize the acetyla-
tion status of all viable H2A.1 mutants.

If all lysines in the wild-type H2A.1 N-terminal tail can be
modified by acetylation in vivo, up to six separable, phos-
phatase-resistant isotypes might be expected in wild-type cells.
Strains rescued by the wild-type gene yielded five isoforms
after treatment with phosphatase (Fig. 2B, lane 2), likely rep-

resenting unmodified H2A.1 (bottom band) and isoforms con-
taining one to four acetyl groups.

Since the exact acetylation sites were unknown, we began by
changing all five available lysine residues to arginines (referred
to as the RRRRR mutation). Tetrahymena survives with this
mutated form of H2A.1 as its only source for major histone
H2A, but the mutant strain grew slowly at 30°C (Fig. 2A).
Surprisingly, histones extracted from mutant cells with all five
lysines changed to arginines still have two phosphatase-resis-
tant isoforms (Fig. 2B, lane 4). These results indicated that
while at least three of the five internal lysines were acetylated,
there was an additional, charge-altering modification in addi-
tion to phosphorylation and acetylation of lysine.

Neither N-terminal nor lysine acetylation of the H2A N-
terminal tail is essential. The initial residue of the histone
H2A N termini of many organisms (10, 38), including Tetrahy-
mena (29, 30), can be blocked by N-terminal acetylation, a
conserved process that adds an acetyl group to the first amino
acid of many histone and nonhistone proteins (57). Since N-
terminal acetylation abolishes one positive charge at the major
H2A N terminus, it affects the mobility of major H2A.1 in the
mutant, and if this process occurs for some but not all H2A.1
molecules, it might account for the electrophoretic heteroge-
neity observed in the RRRRR mutation. Because not all N-
terminal residues can be acetylated, we attempted to remove
any effect of N-terminal acetylation in the RRRRR mutation
by further mutating the initial serine residue of H2A.1 to
alanine, proline, or valine, residues which still allow removal
of the initiator methionine (59). These mutation constructs
(H2A.1ARRRRR, H2A.1PRRRRR, and H2A.1VRRRRR)
gave viable transformants, all of which had slow-growth phe-
notypes (Fig. 2A). Nuclear histones from these three transfor-
mants were then extracted and separated on an acid-urea
gel. Consistent with the observation that alanines follow-
ing the initiator methionine are frequently acetylated (59),
H2A.1ARRRRR still had two phosphatase-resistant isoforms,
although the amount of the slower-migrating isoform was great-
ly reduced. Mutants H2A.1PRRRRR and H2A.1VRRRRR
each contained only a single isoform after phosphatase treat-
ment (Fig. 2B, lanes 6, 8, and 10), consistent with observations
that these residues are less likely to be acetylated after the
initiator methionine is removed. These data argue that the
N-terminal serine of H2A.1 is normally acetylated and that
acetylation of the major H2A, including its N-terminal acety-
lation, is not essential for viability in Tetrahymena.

All lysines in the H2A N-terminal tail can be acetylated. To
map the exact acetylation sites of Tetrahymena histone H2A,
a series of mutation constructs were generated from the
H2A.1VRRRRR mutation, in which a single lysine residue
replaced an arginine at each of the five positions. All of these
mutations produced viable transformants with a slow-growth
phenotype (Fig. 3). Acid-urea gel analyses showed that all of
these mutants had two phosphatase-resistant isoforms: an un-
modified H2A.1 and a mono-acetylated H2A.1 (data not
shown). These results indicate that each of the five lysines in
the N-terminal tail of Tetrahymena H2A can be acetylated.

Given that there are six acetylatable sites (those of the N-
terminal residue and five lysines) in the N-terminal tail of
wild-type H2A, it may seem surprising that we have only ob-
served 5 H2A isoforms on acid-urea gels after dephosphory-
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lation (Fig. 2B). However, prediction of the number of ob-
served isoforms from the number of acetylatable sites is not
simple. First, the most highly acetylated isoforms are invariably
faint and they are slightly variable in appearance. This is likely
due to the fact that even small amounts of deacetylation during
cell pelleting, nuclear isolation, or histone extraction can cause
these isoforms to disappear and contribute to slower-migrat-
ing, less-acetylated isoforms. Another possibility is that while
six acetylation sites can be identified by mutational analysis,
few (if any) molecules in vivo are simultaneously acetylated at
all six sites.

The major H2A N-terminal tail can replace the function of
the H2A.Z variant N-terminal tail. The region encoding the
entire N-terminal tail of HTA1, including all of the acetylatable
lysines, was used to replace the region encoding the N-terminal
tail of H2A.Z in the HTA3 gene. This chimeric gene, encoding
an H2A.Z variant core with an H2A.1 N-terminal tail, was used

to rescue the progeny of mating H2A.Z germ line knockout
heterokaryons (62). Viable transformants were obtained (Fig.
4A). Growth of these rescued strains was indistinguishable
from that of wild-type cells. Using hv1, a specific antibody to
H2A.Z, the modification state of this chimeric protein was
then determined by immunoblotting the nuclear histones. In
wild-type Tetrahymena cells, H2A.Z shows five or six phos-
phatase-resistant isoforms (Fig. 4B, lane 2). The chimeric pro-
tein H2A.Z(H2A.1)N shows four or five phosphatase-resistant
isoforms (Fig. 4B, lane 4), a pattern similar to that of wild-type
H2A.1. In addition, the mobility of H2A.Z(H2A.1)N isoforms
on acid-urea gels is intermediate between that of wild-type
H2A.1 and that of wild-type H2A.Z. The fastest migrating
isoform, presumably the unmodified H2A.Z(H2A.1)N, which
has six positive charges in the N-terminal tail (including one
positive charge of the N-terminal residue), has mobility similar
to that of wild-type H2A.Z with three acetyl groups, whose tail

FIG. 2. Major H2A acetylation is not essential. (A) Tetrahymena can survive with all five lysines changed to arginines at the major H2A
N-terminal tail. To abolish N-terminal acetylation, the first residue (serine) in the 5R mutated gene (RRRRR) was changed to alanine
(ARRRRR), proline (PRRRRR), or valine (VRRRRR). All mutations generated viable transformants. �, mutants with severe phenotypes,
including slow growth, variable size, and irregular surfaces. (B) Macronuclear histones from 5R transformants containing different N-terminal
residues were analyzed on acid-urea gels. Histones from viable transformants were separated, blotted, and detected with an antiserum specific for
H2A. H2A.1RRRRR and H2A.1ARRRRR show two phosphatase-resistant isoforms, indicating that N-terminal acetylation still occurs in these
mutants (see text for details). H2A.1PRRRRR and H2A.1VRRRRR both show only one phosphatase-resistant isoform, indicating that these
mutations abolish all acetylation at the H2A N-terminal tail.
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also has a net positive charge of �6. These data demonstrate
that the N-terminal tail of H2A.1 can provide the function of
the H2A.Z variant N-terminal tail.

The H2A.Z(H2A.1)N chimeric protein exhibits the essential
charge patch properties of wild-type H2A.Z. Our previous
studies had demonstrated that the N-terminal tail of H2A.Z in
which all of the acetylatable lysines had been replaced by
arginines cannot support growth in Tetrahymena. However,
mutants with even a single lysine, or with lysines replaced by
glutamine or with the N-terminal tail deleted, were viable (62).
These observations were used to argue that the H2A.Z tail
functioned as a charge patch in which neutralization or re-
moval of at least one of the lysine positive charges was required
for the creation of a viable gene. The net positive charge of the
unmodified H2A.Z N-terminal tail is �9. Since a tail contain-
ing five arginines and one acetylatable lysine is viable, this
suggests that an H2A.Z N terminus that can be modified to a
net charge of �8 in vivo is viable.

Tetrahymena can survive with all five lysines at the N-termi-
nal tail of the chimeric gene H2A.Z(H2A.1)N changed to ar-
ginines (Fig. 4A). The acid-urea gel analysis shows that
H2A.Z(H2A.1RRRRR)N has two phosphatase-resistant iso-
forms (Fig. 4B, lane 6), indicating that the chimeric protein is
modified by N-terminal acetylation to produce a blocked N-
terminal tail with a net positive charge of �5 and a unblocked,
completely unacetylated N-terminal tail with the maximum
possible positive charge of �6. In similarity to the result seen
with H2A.1, changing the first serine residue in this chimeric
protein to valine eliminates N-terminal acetylation (Fig. 4B,
lane 8), creating a cell that is viable and whose N-terminal tail
has a total charge of �6. To determine whether the H2A.1
N-terminal tail attached to H2A.Z also functions as a charge
patch, we introduced additional arginine residues into the chi-
meric gene by changing the last two or three amino acids of the
H2A.1 N-terminal tail to arginines to increase its total of pos-
itive charges. Tetrahymena cells can survive with a total of eight
positive charges in the tail of the chimeric protein but not with
nine (Fig. 4A). Thus, just as in the case of the H2A.Z N-

terminal tail itself, the H2A.1 N-terminal tail attached to
H2A.Z cannot function with nine positive charges but pro-
duces viable progeny with eight. This argues that the H2A.1
N-terminal tail also can function as an essential charge patch
when it replaces the H2A.Z N-terminal tail.

The H2A.Z N-terminal tail can provide the function of the
major histone H2A N-terminal tail. The entire N-terminal tail
of H2A.Z, including six acetylation sites and two nonacetylat-
able lysines, was used to replace the H2A.1 N-terminal tail.
This chimeric gene, H2A.1(H2A.Z)N, was introduced into the
progeny of major H2A double germ line knockout heterokary-
ons. Viable H2A.1(H2A.Z)N transformants were obtained but
grew slowly, as seen in a comparison of the growth curve with
that of a strain rescued with the wild-type HTA1 gene (Fig.
5B). Cells rescued with a gene [H2A.1(H2A.Z 6K)N] in which
the two nonacetylatable lysines in the H2A.Z N-terminal tail
were changed to glutamines (reducing the maximum positive
charge in vivo to �7) still grew slowly (Fig. 5B). When a third,
acetylatable residue was changed to glutamine, the H2A.1
(H2A.Z 5K)N transformants, in which the N-terminal tail of
the chimeric protein had a maximum total of six positive
charges, exhibited growth rates that were indistinguishable
from those of the wild-type cells (Fig. 5B). Because the max-
imum positive charge of the H2A.1 tail itself is �6, these data
suggest that H2A N-terminal tail has an optimum maximum
number of positive charges that can be well tolerated, even if
most molecules can be acetylated and have a lower total num-
ber of positive charges. This suggests that the H2A tail is
carrying out two distinct nonessential roles, one requiring an
unacetylated tail with a charge of �6 and the other requiring
acetylation.

The acid-urea gel analysis shows that the chimeric proteins
H2A.1(H2A.Z)N, H2A.1(H2A.Z 6K)N, and H2A.1(H2A.Z
5K)N have five or six phosphatase-resistant isoforms, a pattern
similar to that of wild-type H2A.Z (Fig. 5C, lanes 4, 6, and 8),
indicating that the acetylation state is determined mainly by
the N-terminal tail of the histones. The lack of apparent dif-
ference in the number of phosphatase-resistant isoforms be-

FIG. 3. All lysines in the N-terminal tail of H2A can be acetylated. A series of mutation constructs were made starting from the H2A.1
VRRRRR mutation, leaving a single lysine at different positions. All mutations containing a single lysine generated viable transformants with
slow-growth phenotypes. �, mutants with severe phenotypes, including slow growth, variable size, and irregular surfaces.
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tween mutants H2A.1(H2A.Z 6K)N andH2A.1(H2A.Z 5K)N,
although the latter has one acetylatable lysine changed into
glutamine, can be explained by the observation that despite the
possibility that all six lysine residues serve as acetylation sites,
H2A.Z isolated from the wild-type strain does not show an
isoform with six acetyl groups, likely reflecting the dynamic
balance between the acetylation and deacetylation processes.
The differences in the mobility of the chimeric protein on the
acid-urea gel among the mutants are caused by the molecular
difference between lysine and glutamine.

DISCUSSION

A number of important conclusions can be drawn from this
work. (i) Although the major histone H2A is essential and
constitutes �80% of the total H2A, its acetylation is not es-
sential. This conclusion applies to both cotranslational N-ter-
minal acetylation and internal acetylation of lysine residues, as
shown by the observation that both the VRRRRR and the
PRRRRR versions of the major H2A showed no detectable
electrophoretic heterogeneity and were viable. (ii) The N-ter-
minal tail of histone H2A can replace the function of the

FIG. 4. The major H2A N-terminal tail can replace the essential function of the H2A.Z variant N-terminal tail. (A) Constructs in which the
N-terminal tail of H2A.Z, whose acetylation has an essential function, was replaced either by a wild-type H2A.1 tail or by mutated tails containing
increasing numbers of arginine replacements were transformed into H2A.Z knockout heterokaryons. Transformants with the chimeric gene
containing a wild-type H2A.1 N-terminal tail on H2A.Z grow normally. Tetrahymena cells can also survive with arginine replacement mutations
which increase the total positive charge of the N-terminal tail to �8 but cannot survive when the total positive charge is increased to �9. �, mutants
with severe phenotypes, including slow growth, variable size, and irregular surfaces. (B) Macronuclear histones from viable transformants were
extracted, blotted, and detected with a specific antibody to H2A.Z. The banding patterns of the chimeric proteins (H2A.1 tails on H2A.Z) caused
by acetylation are similar to those of the major H2A.1, with three or four phosphatase-resistant isoforms for H2A.Z(H2A.1)N and two for
H2A.Z(H2A.1RRRRR)N. H2A.Z(H2A.1VRRRRR)N and H2A.Z(H2A.1VRRRRRRR)N both show a single phosphatase-resistant isoform.
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FIG. 5. The H2A.Z N-terminal tail can also replace the function of the major H2A N-terminal tail. (A) The N-terminal tail of H2A.1 was
replaced either by the wild-type H2A.Z N-terminal tail or by tails with different numbers of glutamine replacements at nonacetylatable residues
that reduce the positive charges of the N-terminal tail without eliminating acetylation sites. The wild-type H2A.Z N-terminal tail on H2A.1 yields
transformants with a slow-growth phenotype, while glutamine replacement mutations, which decrease the maximum positive charge of the chimeric
protein’s N-terminal tail to �6, generate transformants whose doubling time at 30°C is indistinguishable from that of wild-type cells. �, mutants
with severe phenotypes, including slow growth, variable size, and irregular surfaces. (B) Mutant H2A.1(H2A.Z)N, H2A.1(H2A.Z 6K)N, and
H2A.1(H2A.Z 5K)N, as well as strains rescued with the wild-type gene, were grown in 1� SPP medium at 30°C. Cell densities were measured for
up to 50 h and plotted on a log scale. Doubling times in hours are listed in Fig. 5A. (C) Macronuclear histones from the mutants were extracted,
blotted, and detected with a specific antibody to major H2A. While wild-type H2A.1 has four or five phosphatase-resistant isoforms, the chimeric
protein, H2A.1(H2A.Z)N, shows five or six phosphatase-resistant isoforms, a pattern similar to that of wild-type H2A.Z. H2A.1(H2A.Z 6K)N and
H2A.1(H2A.Z 5K)N show patterns similar to that of H2A.1(H2A.Z)N, except for small mobility differences likely caused by the extra glutamine
mutations that abolish two or three positive charges on the N-terminal tail.
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H2A.Z N-terminal tail and vice versa. (iii) Although it differs
in sequence from the H2A.Z tail, the H2A.1 N-terminal tail
can be made to function as an essential charge patch when
linked to H2A.Z. (iv) Acetylation of the N-terminal residue
has an effect similar to that of acetylation of internal lysine
residues in modulating the function of the H2A tail as a charge
patch. (v) The acetylation patterns of H2A tails are largely
determined by the tails themselves, but the effects of acetyla-
tion are determined by the nature of the remainder of the
histone. (vi) There appears to be a specific maximum charge
that can be tolerated by each type of H2A. (vii) The function
of acetylation in regulating the charge of the N-terminal tails of
H2A is highly sensitive to changes of even a single charge.

Tetrahymena histone H2As are blocked at the N-terminal
serine residue by an �-N-acetyl (29, 30). N-terminal blocking of
histones and other proteins through acetylation is common in
various organisms (57), and N-terminal acetylation of actin has
been shown to strengthen the weak interaction between actin
and myosin (1). To our knowledge, the finding that cotransla-
tional N-terminal acetylation can affect histone function in a
manner similar to that of internal, posttranslational acetylation
has not been previously described. Since one of the important
mechanisms by which acetylation affects histone function is
that of modulating a charge patch (62; this study), the effect of
N-terminal acetylation on the positive charge of the histone
H2A N terminus must be considered a possible regulatory
mechanism, especially in cases (as in that of Tetrahymena
H2A) in which not all of the molecules contain this modifica-
tion.

Interestingly, the extent of acetylation of the N terminus of
H2A in Tetrahymena depends not only on the terminal residue
but also on the sequence to which it is attached. The occur-
rence of N-terminal acetylation is sequence restricted and can
often be correctly predicted by protein primary sequence (27).
Three N-terminal acetyltransferases have been cloned in S.
cerevisiae, and the conserved recognition sequences for each
enzyme were reported (59). We initially changed the first
serine of histone H2A.1 to alanine because alanine is structur-
ally similar to serine and because the N-terminal alanine res-
idue on H2A.Z is not blocked by acetylation (8, 62). Cells
containing this mutation, H2A.1ARRRRR, still contained two
phosphatase-resistant isoforms, although the amount of the
slower-migrating, acetylated form is greatly reduced compared
to that of H2A.1SRRRRR. However, when we changed the
first serine to proline (P) or valine (V), neither of which is
found in the conserved recognition sequence for N-terminal
acetyltransferases, H2A.1PRRRRR and H2A.1VRRRRR
mutations produced viable transformants in which the mutated
H2A.1 showed only one phosphatase-resistant isoform repre-
senting unmodified H2A.1. These results demonstrate that ma-
jor histone H2A acetylation, including acetylation of the N-
terminal residue, is not essential in Tetrahymena.

We mapped the acetylation sites on H2A.1 by changing all
but one wild-type lysine in the N-terminal tail to arginine and
analyzing the H2A modification status in each mutant. We
found that all five lysines in the N-terminal tail can be acety-
lated. However, they are not modified to equal extents. Lysines
at the first three positions, K5, K8, and K10, are heavily acety-
lated, since mutants with a single lysine at these positions
contain much more of the mono-acetylated isoform than other

mutants (data not shown). This approach cannot rule out the
possibility that some of these lysines are only acetylated when
other sites are not available and are not normally acetylated in
wild-type cells.

The studies described here strongly support the hypothesis
that the essential function of acetylation of the H2A.Z tail acts
by modulating the charge of the tail. We reported previously
that Tetrahymena H2A.Z acetylation modulated an essential
charge patch (62). Tetrahymena cannot survive with all six
acetylatable lysines on H2A.Z changed into arginines, which
produces a tail whose charge cannot be reduced from �9
(resulting from the presence of the amino-terminal �-amino
group, six nonacetylatable arginines at the acetylation sites,
and two nonacetylatable lysines). However, viable transfor-
mants can be obtained simply by reducing the charge to �8 by
replacing a neutral residue with a negatively charged residue at
other positions in the tail or by replacing any one of the
arginine residues with glutamine (62). Remarkably, this same
sensitivity to charge can be demonstrated by replacing the
N-terminal tail of H2A.Z with an N-terminal tail of H2A.1 to
which positive charges were added. We were able to demon-
strate that the maximum number of nonneutralizable positive
charges allowed on the N-terminal tail, including the one on
the N-terminal residue, is eight; mutants in which the chimeric
protein contained nine positive charges in the H2A.1 tail were
not viable.

Surprisingly, while the extent of acetylation of the H2A tail
was determined largely by the nature of the tail, the effect of
acetylation on viability depended on the nature of the rest of
the H2A molecule. One possibility is that acetylation of the tail
affects the structure of major H2A and H2A.Z differently or
acts synergistically with properties that differentiate the two
types of H2A. Recent studies comparing the crystal structures
of nucleosomes containing the major H2A with those contain-
ing the H2A.Z variant (71) provide some basis for this hypoth-
esis. The region of H2A.Z essential for viability in Drosophila
is at the C-terminal tail that is exposed on the surface of the
nucleosome and is part of the docking domain involved in
maintaining the interactions between the H3/H4 tetramer and
H2A/H2B dimer within the nucleosome (18, 37). The H2A.Z
nucleosomes have an altered surface that includes a metal ion,
which may lead to changes in higher-order structure or in the
association between H2A.Z and other nuclear proteins (71). It
also has been shown that the presence of H2A.Z variants and
tail acetylation of histones can each affect the hydrodynamic
properties of nucleosomal arrays, offering the possibility that
these two processes cooperate to establish unique chromatin
domains (26). An alternative explanation of how the effects of
acetylation can be determined by nonacetylated portions of the
H2A molecule is based on the observations that nucleosomes
containing the major H2A and those containing H2A.Z asso-
ciate with different DNA sequences in chromatin (47, 65). In
this scenario, acetylation can be viewed as a simple switch that
is able to alter the properties of both major H2A and H2A.Z
nucleosomes similarly but whose effect depends on the specific
sequences with which each type of H2A was associated.

The results described here can reconcile our previous study
demonstrating the essential function of a single acetylation site
in the H2A.Z N-terminal tail (62) with studies of Drosophila
showing that the only region of Drosophila H2A which cannot
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provide the essential developmental function of H2A.Z resides
in the C-terminal �-helix (18). The Drosophila results are com-
pletely consistent with our finding that acetylation sites on the
major H2A can replace those on H2A.Z when associated with
the H2A.Z C-terminal helix in a fusion protein.
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Histone H2A.Z Acetylation Modulates
an Essential Charge Patch

(co-)activators possess histone acetyltransferase (HAT)
activity (Brownell et al., 1996; Wade et al., 1997; Kouzar-
ides, 1999), while (co-)repressors contain histone deace-
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tylase (HDAC) activity (Taunton et al., 1996; Ng andRochester, New York 14627
Bird, 2000), provided a molecular basis for a long-stand-
ing correlation between histone acetylation and tran-
scriptional activation. Similarly, the finding that a fac-Summary
tor (CAF-1) required for chromatin assembly in vitro is
associated with acetylated histones and histone bindingHistone H2A.Z is structurally and functionally distinct
proteins, like those that are associated with histone ace-from the major H2As. To understand the function of
tyltransferase, also provided a molecular underpinningH2A.Z acetylation, we performed a mutagenic analysis
for another long-standing correlation between histoneof the six acetylated lysines in the N-terminal tail of
acetylation and chromatin replication (Verreault et al.,Tetrahymena H2A.Z. Tetrahymena cannot survive with
1996).arginines at all six sites. Retention of one acetylatable

Two mechanisms have been proposed to explain howlysine is sufficient to provide the essential function
charge-altering modifications might act to change his-of H2A.Z acetylation. This essential function can be
tone-DNA or histone-protein interactions. These modifi-mimicked by deleting the region encompassing all six
cations, acting at specific sites, either alone, in combina-sites, or by mutations that reduce the positive charge
tion, or sequentially on one or more histone tails, couldof the N terminus at the acetylation sites themselves,
form a complex “histone code” which specifies uniqueor at other sites in the tail. These properties argue that
chromatin functions (Strahl and Allis, 2000; Turner, 2000;the essential function of H2A.Z acetylation is to modify
Paro, 2000). The second mechanism by which charge-a “charge patch” by reducing the charge of the tail.
altering modifications could affect chromatin function
is by modifying the charge of a protein domain. In Tetra-Introduction
hymena, this “charge patch” mechanism has been
shown to apply to regulation of the expression of spe-The nucleosome core particle, consisting of �146 bp
cific genes by phosphorylation of the H1 histone associ-DNA wrapped around an octamer of two of each of four
ated with the DNA that links nucleosomal cores (Douconserved core histones, H2A, H2B, H3 and H4, is a
and Gorovsky, 2000).basic unit of chromatin structure in eukaryotic cells

Another factor that contributes to chromatin func-(Wolffe, 1998). Core histones contain a highly structured
tional heterogeneity is the existence of histone variants.C-terminal domain, important for histone-histone inter-
The best-studied core histone variant, H2A.Z, has beenactions and nucleosome core formation, and a highly
found in enough diverse organisms (Santisteban et al.,charged, structurally undefined, N-terminal tail domain
2000) to suggest that it is a universal component ofthat extends from the core. Tails appear to be important
eukaryotic chromatin. Major H2As and H2A.Z divergedfor intranucleosomal DNA-histone interactions, for in-
early in eukaryotic evolution and H2A.Z proteins showternucleosomal histone-DNA and histone-histone inter-
even less evolutionary divergence than the major H2Asactions, and for interactions with nonhistone proteins
(Thatcher et al., 1994). Although it comprises only 5%–(Luger and Richmond, 1998; Hansen et al., 1998).
10% of total H2A (West and Bonner, 1980; Wu et al.,The conserved seemingly constant structure of nu-
1982), H2A.Z is essential in Drosophila (Van Daal and

cleosomes is subject to processes that create heteroge-
Elgin, 1992), Tetrahymena (Liu et al., 1996), and mouse

neity associated with different structural and functional
(see Clarkson et al., 1999), and affects growth in yeasts

states of chromatin. Major factors producing this hetero- (Carr et al., 1994; Jackson and Gorovsky, 2000; Santis-
geneity are enzymatic posttranslational modifications of teban et al., 2000). H2A.Z can function both as a positive
the core histone tails, including acetylation, phosphory- regulator of the transcription of yeast genes (Santis-
lation, and methylation (Wolffe and Hayes, 1999). These teban et al., 2000) and in silencing at HMR locus in yeast
modifications can function in histone deposition, nu- (Dhillon and Kamakaka, 2000).
cleosome assembly, chromosome condensation, and We have developed the ciliated protozoan Tetrahy-
transcriptional regulation (Turner, 1995; Roth and Allis, mena thermophila as a model system for studying the
1996; Ura et al., 1997; Wei et al., 1999; Cheung, P. et in vivo functions of H2A.Z acetylation. In Tetrahymena,
al., 2000; Rea et al., 2000). each cell contains a germline micronucleus and a so-

Acetylation of the �-amino group of lysine is the best- matic macronucleus that differ in structure and function
characterized core histone modification. This modifi- (Gorovsky, 1980). During vegetative growth, the diploid
cation, which eliminates the positive charge on the micronucleus divides mitotically and is transcriptionally
acetylated lysines, has been linked to transcriptional inert while the polyploid macronucleus divides amitoti-
activation (Cheung, W.L. et al., 2000; Bannister and cally and is transcriptionally active. Macro- and mi-
Miska, 2000; Kouzarides, 2000; Mizzen and Allis, 1998; cronuclei of vegetative cells have a common origin dur-
Kuo and Allis, 1998). The discoveries that transcriptional ing conjugation, the sexual stage of the life cycle (Bruns,

1986). There is circumstantial evidence that Tetrahy-
mena H2A.Z functions in establishing a transcriptionally1 Correspondence: goro@mail.rochester.edu
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competent state of chromatin. It is present in ma- viable cells that grew slowly at 30�C, and had variable
sizes and irregular surfaces (Figure 2A and data notcronuclei but not in micronuclei during growth or starva-
shown). Small but reproducible differences in growthtion (Allis et al., 1980). Strikingly, H2A.Z appears in mi-
rates and temperature sensitivities were observedcronuclei during early stages of conjugation, when
among the strains containing a single acetylation sitemicronuclei become transcriptionally active (Stargell et
at different positions (data not shown). Leaving two ofal., 1993). Both macronuclear H2A.Z and the H2A.Z
the six acetylation sites (changing four lysines to argi-which appears in micronuclei early in conjugation are
nines) yielded viable transformants that grew normallyhighly acetylated (Stargell et al., 1993).
at 30�C.In this study, we changed the H2A.Z acetylation sites

To determine the acetylation status of H2A.Z, histoneseither from lysine to arginine, which conserves the posi-
from strains rescued with wild-type or mutated HTA3tive charge of lysine, but cannot be acetylated, or we
genes were separated on acid urea gels to separatechanged lysine to glutamine, which resembles acet-
histones by both molecular weight and charge. To differ-ylated lysine in charge and structure. We found that
entiate H2A.Z from other Tetrahymena histones that co-Tetrahymena cannot survive with arginine replacements
migrate with it, gels were immunoblotted and stainedat all acetylation sites of H2A.Z. However, cells con-
with an antibody for Tetrahymena H2A.Z (Stargell et al.,taining five arginine replacements and either a single
1993). Because Tetrahymena H2A.Z is also phosphory-lysine or a single glutamine are viable. We also show
lated (Allis and Gorovsky, 1981), the effects of phosphor-that cells containing six arginines plus mutations that
ylation were eliminated by pretreating proteins with �reduce the positive charge at (unacetylatable) sites in
protein phosphatase.the N terminus are also viable. These studies indicate

With six acetylation sites, up to seven separable,that H2A.Z acetylation modulates a charge patch with
phosphatase-resistant isotypes might be expected inan essential function.
wild-type cells. Strains rescued by the wild-type gene
showed five or six isoforms after phosphatase treatmentResults
(Figure 2D, lane 2), representing unmodified H2A.Z (bot-
tom band) and isoforms containing one to five acetylDistinguishing Between a “Charge Patch”
groups. We could not detect a band containing six ace-and a “Histone Code”
tates, suggesting it either comprises only a tiny fractionOur results are best understood in the context of the
of the total H2A.Z, or is highly susceptible to deacetyla-distinguishing features of a charge patch. If the acet-
tion during purification. As expected, H2A.Z from mu-ylated region functions as a charge patch, it is the overall
tants containing only two acetylation sites showed threecharge of the modified region that is important. There-
phosphatase-resistant isoforms, and those containingfore, any mutation that reduces the charge, either at the
only a single acetylation site contained only two iso-acetylation site or at nearby residues, should phenotypi-
forms (Figure 2D, lanes 4 and 6). This assay was usedcally mimic acetylation. Another feature of the only
to characterize the acetylation status of all viable H2A.Zcharge patch characterized to date (Dou and Gorovsky,
mutants. In every case, the number of isoforms observed2000) is that reducing the positive charge of the highly
was one more than the number of unmutated lysines atbasic histone H1 had the same phenotypic effects as
the sites of acetylation. These observations demon-deleting the histone, suggesting that charge reduction
strate that the biochemically identified lysines at posi-mimicked removal of the histone from the DNA. While
tions 4, 7, 10, 13, 16, and 21 (Allis et al., 1986) are the

such an effect is not a necessary feature of a charge
only acetylated residues in H2A.Z and that all of the

patch, it may be a reasonable outcome after reducing
acetylation site mutations have the expected level of

the positive charge of a histone domain that is associ- H2A.Z acetylation.
ated with DNA, if exposure of the DNA is the normal
function of the charge-reducing modification. In con- Glutamine Partially Mimics H2A.Z Acetylation
trast, a defining feature of a site-specific histone code A series of HTA3 constructs was made changing differ-
is that different acetylation sites have qualitatively distin- ent numbers (1–6) of arginines on the HTA3 RRRRRR
guishable functions specific to each acetylation site. plasmid to glutamines, a neutral amino acid that resem-
This leads to the prediction that only amino acid replace- bles acetylated lysine. All of these produced viable prog-
ments that closely resemble acetylated lysines, and that eny (Figure 2B). The H2A.Z modification states of two
occur at the normally acetylated sites, should mimic the of the mutants, HTA3 QQQQQR and HTA3 QQQQQQ
function of acetylation of these residues. were tested by immunoblotting (data not shown). As

expected, neither showed any phosphatase-resistant
H2A.Z Acetylation Has an Essential Function heterogeneity because they did not contain any acetyla-
Changing the acetylation sites on Tetrahymena H2A.Z table lysine that could exist in either the acetylated or
(Allis et al., 1986) from lysine to arginine conserves the the unacetylated state. All of the viable mutants in Figure
net positive charge of lysine but prevents charge neu- 2B showed slow growth rates, variable sizes, and irregu-
tralization by acetylation (Megee et al., 1990). Changing lar surfaces (data not shown), indicating that glutamine
all six acetylatable lysines to arginines failed to yield can mimic some, but not all of the functions of acetylata-
any transformants in three experiments in which parallel ble lysines on H2A.Z. As with the single lysine mutants,
transformations with the wild-type HTA3 gene yielded strains having the same number of glutamine replace-
numerous transformants, suggesting H2A.Z acetylation ments, but at different sites (e.g., HTA3 QRRRRR and
has an essential function in Tetrahymena. Leaving a HTA3 RRRRRQ), showed differences in growth rates

and/or temperature sensitivities (data not shown).single lysine at any of the acetylatable sites resulted in
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Mutations at Nonacetylatable Sites that Reduce the
Net Charge of the H2A.Z Amino Terminus Are Viable
Glutamine could mimic acetylation either by mimicking
the charge neutralization caused by acetylation and/or
by structurally mimicking acetylated lysine. To distin-
guish these possibilities, the N-terminal tail of H2A.Z
was altered to reduce its charge by mutating sites that
normally are not acetylated and by using residues that
do not resemble acetyl-lysine. First, the charge-reduc-
ing effect of a single acetylated lysine was mimicked by
using a negatively charged aspartic acid (D) or glutamic
acid (E) to replace a neutral residue adjacent to one of
the arginines of the HTA3 RRRRRR mutant gene. Addi-
tion of either of these two amino acids near the begin-
ning or the end of the tail resulted in viable progeny
(Figure 2C). Second, two nonacetylated lysines (K23 and
K24) near the end of the tail were changed to glutamines.
This too yielded viable progeny (Figure 2C). H2A.Z iso-
lated from the HTA3 DRRRRRR mutant showed a single
phosphatase-resistant isoform at approximately the po-
sition of monoacetylated H2A.Z. The slight mobility dif-
ference from monoacetylated H2A.Z is likely due to a

Figure 1. PCR Identification of Knockout Heterokaryons and Res-small difference in molecular weight (Figure 2D, lane
cued Mutant Progeny

10). Thus, the essential function of H2A.Z acetylation
(A) The macronuclear genomic HTA3 gene is shown as a 3.5 kbcan be mimicked by reducing the charge of the amino
Hind III-Nsi I fragment containing the HTA3-coding region. The

terminus at sites other than those normally acetylated HTA3::neo2 KO construct is shown as a neo2 cassette with 1.0 kb
and by using residues that do not mimic the structure 5� and 2.0 kb 3� flanking HTA3 sequences. The HTA3 RRRKKR

construct is shown as 2.0 kb Hind III-Hind III fragment containingof acetyl-lysine. Because these are defining properties
the specific mutations which also introduce a new BstN I restrictionof modifications that create or modify a charge patch,
site.we conclude that the essential function of acetylation
(B) The HTA3-coding regions from wild-type and HTA3 RRRKKRof H2A.Z is to alter the charge of the N terminus.
transformants were PCR amplified using the primers (arrows) shown
in (A). The PCR products were run on an agarose gel. The coding

Deletion of the Acetylated Region Results region of the HTA3 construct is �85 bp shorter than the endogenous
gene because it lacks the second intron. The HTA3 RRRKKR trans-in Viable Progeny
formants give PCR products whose size (455 bp) is the same asDeletion of H2A.Z is lethal in Tetrahymena (Liu et al.,
that of the transforming mutation construct, while products from1996). However, we reasoned that, inasmuch as acetyla-
the wild-type strain have the size of the endogenous wild-type HTA3

tion of H2A.Z is restricted to the N terminus, and N (540 bp).
termini are not required to form nucleosome cores, it
might be possible to delete the N terminus of H2A.Z. To
test this, residues 4–24 of the N terminus were deleted, the essential function of H2A.Z acetylation is likely to
removing all of the positive charges in this region. This be the reduction of the highly positive charge of the
mutation yielded viable progeny (Figure 2C). As ex- N-terminal tail of this histone; and (3) that a likely struc-
pected, HTA3 DEL(4–24) shows only a single, smaller, tural consequence of H2A.Z acetylation in vivo is weak-
phosphatase-resistant isoform (Figure 2D, lane 8). Thus, ening of the association of the N-terminal region of this
with respect to viability, deletion of the majority of the histone with chromatin.
H2A.Z tail has the same phenotype as the presence of The conclusion that acetylation of H2A.Z has an es-
acetylatable lysines, or of glutamines that mimic acetyla- sential function is derived from observations that re-
tion, or of charge reducing alterations. The simplest ex- placement of all six acetylatable lysines with unacetyla-
planation for these observations is that the essential table arginines is lethal, while leaving even a single
function of lysine acetylation in the N terminus is non- acetylatable lysine is not. An alternative interpretation
specific charge neutralization, which weakens or abol- that arginine cannot perform some other function of
ishes the association of the tail with DNA. The finding lysine, seems less likely for a number of reasons. First, a
that deletion of the tail results in viable cells, while elimi- single glutamine, whose charge and structure resembles
nation of acetylation by arginine replacements is lethal, acetyl-lysine more than lysine, also suffices for viability.
also argues that the essential function of acetylation is Second, the existence of six arginines is not itself lethal,
not the site-specific recognition of acetyl-lysines. because mutants containing six arginines plus charge-

reducing mutations at other sites in the tail are viable.
Third, the acetylatable lysines themselves perform noDiscussion
essential function in their unmodified form, because they
all can be deleted and the cells live. These results argueThe important conclusions to be drawn from this work

are: (1) that acetylation of a specific, quantitatively minor strongly that it is the ability of these lysines to be acet-
ylated in vivo that is responsible for their essentialhistone variant has an essential function that cannot be

performed by acetylation of other core histones; (2) that function.
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if they occur at sites that are not acetylated in vivo. The
most telling of these mutations are those in which all
the acetylatable lysines were changed to arginine, while
glutamate or aspartate residues were used to replace
neutral residues at sites adjacent to the first or last
positions that are normally acetylated in wild-type cells.
These mutant H2A.Zs do not contain any residues that
resemble acetyl-lysine and do not have a reduced
charge at the normal acetylation sites. These mutations
also make it highly unlikely that mutations containing
only arginines at the acetylation site are functioning as
dominant negatives. The most obvious way in which
these mutant H2A.Zs resemble acetylatable H2A.Zs is
in the reduced charge of the tail. We conclude, therefore,
that charge reduction of the positively charged N-termi-
nal tail is the essential function of H2A.Z acetylation.

It seems rather remarkable that the presence or ab-
sence of a single acetylation site in only a small fraction
of the nucleosomes can result in the difference between
life and death. Assuming that Tetrahymena H2A.Z-con-
taining nucleosomes in vivo contain two molecules of
H2A.Z and the normal complement of other core his-
tones, there are at least 30 acetylatable lysines in a
Tetrahymena H2A.Z nucleosome (for a summary of the
acetylation sites in the other core histones and refer-
ences, see Gorovsky, 1986). It is hard to envision how
changing only a single positive charge of the H2A.Z tail
can have such a dramatic consequence, especially inFigure 2. H2A.Z Acetylation Modulates an Essential “Charge Patch”
light of studies of nucleosomal arrays, the form of chro-The sequence of the N-terminal tail of Tetrahymena H2A.Z is shown

with the six acetylated lysines indicated by flags. matin in vitro most likely to reflect the chromatin in vivo.
(A) Changing all six acetylatable lysines to arginines failed to yield In these arrays, no major changes in folding or transcrip-
any transformants in three independent experiments in which posi- tional activity were detected when only �6 of the 26
tive controls (the wild-type gene) gave numerous transformants. sites in the core histone tails were acetylated (Tse et al.,
Cells with two acetylation sites grew normally at 30�C. A single

1998). However, when 12 of the sites were acetylated,acetylation site was sufficient to maintain viability but produces
higher-order folding was completely prevented andcells that grew slowly even at 30�C. An asterisk indicates the mutants
transcription increased.with severe phenotypes: slow growth, variable sizes, and irregular

surfaces. The essential function of a single acetylation site in
(B) HTA3 knockout heterokaryons were rescued by changing one the H2A.Z N-terminal tail is also surprising in light of
to six arginines to glutamine. All these mutants grew slowly, were studies showing that the only region of Drosophila H2A
variable size, and exhibited an irregular surface. that cannot provide the essential developmental func-
(C) The lethal phenotype of the RRRRRR mutation was rescued by

tion of H2A.Z resides in the C-terminal �-helix (Clarksonaddition of negatively charged amino acids, either aspartic acid/D
et al., 1999). The difference between these studies andor glutamic acid/E adjacent to either the first or the last acetylation
ours indicate either that there are fundamental differ-site. Changing two nonacetylatable lysines, K23 and K24, into gluta-

mines also rescued HTA3 RRRRRR. All of these mutants grew slowly ences between the essential domains of Drosophila and
at 30�C. A deletion in the N terminus (4–24), which removes the whole Tetrahymena H2A.Z, or that acetylation sites on the ma-
acetylation region, also yielded viable progeny that grew slowly at jor H2A can replace those on H2A.Z when associated
30�C. with the H2A.Z C-terminal helix in a fusion protein. We(D) Nuclear histones from strains rescued with wild-type or mutated

think the latter alternative is more likely, given the highHTA3 genes were phosphatase-treated and Western blotted as de-
level of sequence and functional conservation amongscribed in Experimental Procedures. Five or six isoforms can be
H2A.Zs of highly divergent organisms (Thatcher andseen after phosphatase treatment of histones from wild-type

(KKKKKK) cells (lane 2). As expected, cells containing HTA3 genes Gorovsky, 1994; Jackson et al., 1996; Jackson and Go-
encoding two (RRRKKR) or one (RRRRKR) acetylation sites show rovsky, 2000) and the lack of site-specificity for the es-
three and two isoforms (lanes 4 and 6) respectively. HTA3 DEL(4–24) sential function of charge neutralization in the H2A.Z N
showed only a single phosphatase-resistant isoform that migrated

terminus demonstrated in our studies.faster than unacetylated H2A.Z (lane 8), while HTA3 DRRRRRR
The conclusion that the essential function of H2A.Zshowed a single isoform which differed only slightly in mobility from

acetylation acts by dissociating the tail from charge-monoacetylated H2A.Z (lane 10), probably owing to a small differ-
dependent contacts with DNA or with other proteins isence in molecular weight.
supported by the observation that a complete deletion
of the acetylated region is viable. This is similar to the

The conclusion that the essential function of H2A.Z phosphorylation-induced charge patch in which phos-
acetylation in Tetrahymena is likely to be due to a reduc- phorylation mimics the complete removal of Tetrahy-
tion in the charge of the highly positive N-terminal tail mena H1 with regard to the expression of (at least) two
is based on the observations that all mutations exam- genes (Dou and Gorovsky, 2000). However, it seems

unlikely that neutralizing any one of the six acetylatableined that reduce the charge of the tail are viable, even
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delivery system (Bio-Rad), as described (Cassidy-Hanley et al.,lysines, which reduces the positive charges of the H2A.Z
1997). Knockout heterokaryons containing disrupted HTA3 genesN-terminal tail from �8 to �7, can completely dissociate
in their micronuclei and wild-type HTA3 genes in their macronucleithe tail either from DNA or from an acidic patch on
(HTA3-G311A1 and HTA3-G304A1) were created as described (Hai

another protein. It seems more likely that acetylation and Gorovsky, 1997). When these heterokaryons conjugate, the old
lowers the affinity of the tail for the DNA or protein pm-sensitive macronuclei are replaced by new ones produced by

meiosis, fertilization, and mitotic division of the cells’ micronuclei.with which it interacts, facilitating access of competing
Consequently, the neo2 gene that disrupts the HTA3 gene is ex-factors that are essential. Such a mechanism is sup-
pressed, allowing drug selection for successful mating. However,ported by the observation that cells with two acetylation
because H2A.Z is essential in Tetrahymena (Liu et al., 1996), andsites grow more normally than those with one, sug-
the new macronucleus contains only disrupted HTA3 genes, the

gesting that additional weakening of this association progeny of this mating will die unless they are transformed with an
further increases the ability of the essential factors to HTA3 gene that functions well enough to support growth.

Successful creation of HTA3 germline knockout heterokaryonsinteract with chromatin. The observation that extensive
was demonstrated by the fact that no viable progeny were obtainedacetylation can greatly weaken, but does not abolish,
when HTA3 heterokaryons of two different mating types were matedthe interaction of an H4 N-terminal peptide with DNA in
and that progeny could be rescued by transforming with a wild-vitro also supports this model (Norton et. al., 1989).
type copy of HTA3. In addition, the physical structure of the dis-

While our studies demonstrate that reducing the rupted HTA3 in the micronucleus of the heterokaryons was exam-
charge of the N-terminal tail plays an essential role in ined by mating knockout heterokaryons with wild-type CU427 cells,

and selecting for retention of HTA3::neo2 by increasing the pmthe function of the conserved H2A.Z variant, they do
concentration to 10 mg/ml. When genomic DNA was analyzed bynot rule out the possibility that additional, nonessential
PCR using primers specific for the 5� and 3� flanking sequences offunctions of H2A.Z can be modulated by the existence
HTA3, the disrupted HTA3 gene was demonstrable in progeny cellof a histone code that distinguishes the precise function
macronuclei, indicating that the parental heterokaryons have the

of the different acetylation sites. This remains one of a disrupted gene in their micronuclei. As expected, the heterozygous
number of possible mechanisms that could explain the macronuclei of these progeny cells also have wild-type copies of

HTA3 gene as required to provide the essential H2A.Z functionsdifferences we observed in the growth properties of
(data not shown).identical amino acid replacements at different acetyla-

These knockout heterokaryon strains facilitate systematic muta-tion sites.
genesis studies on H2A.Z modification sites as illustrated in Figure
1B. A mutated form of the HTA3 gene containing only two of theExperimental Procedures
six acetylation sites (see Results for details) was introduced into
mating HTA3-G311A1 and HTA3-G304A1 knockout heterokaryonsStrains, Culture, and Conjugation
at late stages (24 hr) by biolistic transformation (Cassidy-Hanley etTetrahymena thermophila strains CU428, CU427, and B2086 were
al., 1997), and progeny were selected with pm at 120 �g/ml. Viablekindly provided by P.J. Bruns (Cornell University). Tetrahymena cells
progeny were obtained, indicating it is a non-lethal mutation. Whenwere grown in SPP medium containing 1% Proteose Peptone
the HTA3 coding region of the progeny was PCR amplified using(1�SPP) (Gorovsky et al., 1975). For conjugation, two strains of
the HTA3 gene primers, the newly introduced, mutated HTA3 genedifferent mating types were washed, starved (16–24 hr, 30�C), and
is easily differentiated from wild-type because the second intron ismated in 10mM Tris-HCl (pH 7.5) as described by Allis and Dennison
missing. Finally, the genotype of all mutant strains was confirmed by(1982).
sequencing the PCR products from genomic DNA of the transformed
progeny.

Plasmid Construction
Plasmid p4T2-1, a pBluescript KS(�) derivative, contains a copy of

Growth Analysisthe neo2 gene cassette (Gaertig et al., 1994). To construct the HTA3
Mutant strains, a control strain rescued with the wild-type HTA3gene-knockout construct, a 1.1 kb fragment of the HTA3 5� flanking
and a wild-type CU428 strain were used in growth assays as de-sequence (from a Hind III site to the start codon) was PCR amplified
scribed (Shen et al., 1995). Cells from each strain were inoculatedfrom phv1, a pBluescript SK(	) derivative, and inserted into the 5�
into 50 ml 1�SPP medium at starting densities of 1�104 cells/ml.polylinker region (between Kpn I and EcoR V) of p4T21. A 2.0 kb
Cultures were grown at 30�C with vigorous shaking. Samples (100Sca I-Nsi I fragment of the HTA3 3� flanking sequence was amplified
�l) were counted at frequent intervals using a ZB1 Counter (Coulterfrom Tetrahymena genomic DNA and inserted into the Sma I site of
Electronics, Incorporated). Doubling times were calculated usingthe 3� polylinker region. The final HTA3::neo2 construct, pQR22
the linear portion of the logarithmic growth curves plotted using(Figure 1A), was released by digestion with Kpn I and Sac I.
Cricket GraphIII (Computer Associates). To assay temperature sen-
sitivity, strains were inoculated into 96-well plates at 1�104 cells/ml,Site-Directed Mutagenesis
serially diluted 2-fold, incubated at 40�C for 24–48 hr, and observedOligonucleotide-directed, double strand mutagenesis was per-
under the light microscope.formed as described (Andrews and Lesley, 1998) on phv1, which

contains a copy of the wild-type HTA3 gene with a deletion of the
Histone Extraction, Electrophoresis, and Immunoblottingsecond intron (85 bp). All six lysines were changed in a single muta-
Macronuclei were isolated by the method of Gorovsky et al. (1975).genesis into arginines to create phv1 RRRRRR. All other mutation
Histones were extracted as previously described (Glover et al.,constructs were derived from this plasmid. In some cases, a silent
1981). 25 �g nuclear histones were pretreated with � protein phos-mutation was introduced to generate a restriction site to monitor
phatase (New England Biolabs, Inc.) at 10 units/�l for 5 hr at 30�C.transformation. All mutated genes were sequenced by automatic
Phosphatase treated and untreated histones were separated onsequencing system (ABI Prism) and released by digestion with Hind
long acid urea polyacrylamide slab gels (15% acrylamide, 6M urea,III before being introduced into knockout heterokaryons.
5% acetic acid) as described (Allis et al., 1980). The immunoblotting
analyses with antibody to H2A.Z (anti-hv1-HPLC; 1:10,000) wereKnockout Heterokaryons and Transformation
performed as described (Stargell et al., 1993).The HTA3 gene encoding H2A.Z was disrupted using pQR22 (Figure

1A) by replacing the entire coding region with a neo2 cassette,
which confers paromomycin (pm) resistance when expressed in Acknowledgments
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Coastal aquatic environments are typically more highly productive
and dynamic than open ocean ones. Despite these differences,
cyanobacteria from the genus Synechococcus are important pri-
mary producers in both types of ecosystems. We have found that
the genome of a coastal cyanobacterium, Synechococcus sp. strain
CC9311, has significant differences from an open ocean strain,
Synechococcus sp. strain WH8102, and these are consistent with
the differences between their respective environments. CC9311
has a greater capacity to sense and respond to changes in its
(coastal) environment. It has a much larger capacity to transport,
store, use, or export metals, especially iron and copper. In contrast,
phosphate acquisition seems less important, consistent with the
higher concentration of phosphate in coastal environments.
CC9311 is predicted to have differences in its outer membrane
lipopolysaccharide, and this may be characteristic of the speciation
of some cyanobacterial groups. In addition, the types of potentially
horizontally transferred genes are markedly different between the
coastal and open ocean genomes and suggest a more prominent
role for phages in horizontal gene transfer in oligotrophic
environments.

cyanobacteria � genomics � marine

Coastal waters typically have higher nutrient concentrations
than open ocean waters because of wind-driven upwelling of

nutrients from deeper depths and inputs from land and sedi-
ments. The higher nutrient concentrations lead to higher pri-
mary productivity. The spectral quality of light is typically
different because of the presence of terrestrial material and algal
biomass. These conditions contrast strongly with the low-
nutrient blue-light-dominated ecosystems of the open ocean.
Although each coastal environment has unique elements, these
generalizations help us understand the adaptations likely to be
found in coastal compared to open ocean microorganisms.

Some adaptations of photosynthetic microorganisms to the
open ocean vs. coastal environment have included adaptations
to nutrient levels and light. Differences in the pigments of coastal
vs. open ocean Synechococcus have been well documented (1–4).
In terms of nutrients, Carpenter (5) noted that coastal phyto-
plankton (diatom) species had a higher Ks (half-saturation
constant for transport) for nitrate, whereas related open ocean
diatom species had a lower Ks. The minimum amount of iron and
other metals for growth of open ocean phytoplankton is less than
that needed for coastal species, suggesting that adaptation to in
situ metal levels is a significant factor in phytoplankton specia-
tion (6–8). Recently, it has been shown, again in diatoms, that
adaptation to low iron in the open ocean involves changes in the
cellular concentration of the iron-rich photosynthetic reaction
center proteins of photosystem I (9) and the use of plastocyanin,
a copper containing protein, instead of iron (10).

We report here the genome sequence of Synechococcus sp.
strain CC9311. This organism was isolated from the edge of
California Current after nitrate enrichment and low light incu-
bation (11). Strains related to CC9311 have been isolated from

coastal environments such as Vineyard Sound (12, 13) and have
been highly represented in rpoC gene sequence libraries of
Southern California coastal waters and in the water column of
the California Current when it displayed a coastal type chloro-
phyll profile (ref. 14; B.P., unpublished work). CC9311 possesses
an ability to adapt to light quality (blue to green light ratios) not
seen in open ocean Synechococcus strains such as WH8102,
further indicating a coastal ecosystem niche for this strain (12).
The availability of the genome sequence of CC9311 (Fig. 1)
allows us to compare it to the genome sequence of Synechococ-
cus sp. strain WH8102 (15), an open ocean strain, and to begin
to understand the adaptation of bacterial genomes to the coastal
vs. open ocean environments.

Results and Discussion
Gene Regulation and Two-Component Regulatory Systems. One of
the insights from the genome of the open ocean Synechococcus
WH8102 was that it and other open ocean cyanobacteria have
minimal regulatory systems, particularly two-component regu-
latory systems consisting of a sensor and response regulator pair
(15–17). There are only five histidine kinase sensors and nine
response regulators in WH8102, and it was suggested that this
was due to adaptation to a relatively constant ecosystem. As one
would predict from adaptation to the more variable coastal
environment, CC9311 has nearly double this number, with 11
histidine kinase sensors and 17 response regulators (Fig. 2).
Interestingly, these additional systems occur in pairs in the
genome, which is not always the case in WH8102. The function
of these sensors is not predictable from their sequences at this
time but may regulate the more complex metal metabolism in
CC9311.

Despite the presence of additional sensor kinases, based on
BLAST and phylogenetic analyses, CC9311 apparently lacks a
phosphate sensor-response regulator system seen in other cya-
nobacteria and bacteria in general (18). Consistent with this,
several alkaline phosphatases present in WH8102 are absent,
and CC9311 has fewer periplasmic phosphate-binding proteins
used in ABC transporter systems. These differences between the
open ocean and coastal Synechococcus types likely reflect the
higher phosphate concentrations in coastal environments com-
pared to some surface ocean environments where phosphate can
become limiting.

Metals and CC9311. CC9311 has a number of metal enzymes or
cofactors not found in WH8102, suggesting that it has a greater

Conflict of interest statement: No conflicts declared.

This paper was submitted directly (Track II) to the PNAS office.

Data deposition: The sequence reported in this paper has been deposited in the GenBank
database (accession no. CP000435). The Synechococcus CC9311 strain has been deposited
in the Provasoli–Guillard National Center for Culture of Marine Phytoplankton (http:��
ccmp.bigelow.org) under catalog no. CCMP2515.

‡To whom correspondence should be addressed. E-mail: ipaulsen@tigr.org.

© 2006 by The National Academy of Sciences of the USA

www.pnas.org�cgi�doi�10.1073�pnas.0602963103 PNAS � September 5, 2006 � vol. 103 � no. 36 � 13555–13559

PL
A

N
T

BI
O

LO
G

Y



use for iron (Fig. 3). This is consistent with higher metal quotas
for iron of coastal vs. open ocean phytoplankton, such as diatoms
(6), and adds a mechanistic basis to these previous studies.
Iron-dependent metalloenzymes unique to CC9311 include a
cytochrome P450-like encoding ORF (sync�2424), two addi-
tional cytochrome c molecules (sync�1753 and sync�1742), and
one or two additional ferrodoxins (sync�1953 and sync�0980, the
latter truncated). It also has a putative iron-dependent alcohol
dehydrogenase (sync�2669).

CC9311 appears to have a greater use for copper than
WH8102, because it has a copper zinc superoxide dismutase
not seen in marine cyanobacteria (sync�1771) until this work
and the recent availability of two marine cyanobacterial genomes
(CC9902 and CC9605; http:��genome.jgi-psf.org�mic�home.
html). It has a putative multicopper oxidase (sync�1489), which
could be involved in oxidation of organic compounds or detox-
ifying high levels of reduced copper (19). Interestingly, it has
been shown that Synechococcus sp. strain WH8016, a strain in the
same clade as CC9311, was more resistant to copper than
oligotrophic strains (20) .

For other metal usage, there appears to be a putative vana-
dium-dependent bromoperoxidase (sync�2681). The latter gene
is very interesting, because it is highly similar to one in marine
red algae. In red algae, this enzyme generates brominated
compounds using hydrogen peroxide (21, 22). Cyanobacteria
have been shown to produce brominated compounds such as
bromodiphenyl ethers through an unknown mechanism, with the
best-studied case being a filamentous cyanobacterial symbiont of

a sponge (23). These brominated compounds have been found
recently to cause leakage of fungal cell membranes (24), but the
role of brominated compounds, if any, in CC9311 is open to
speculation.

Possibly because of its more intensive use of metals, CC9311
has some metal transporters not seen in WH8102, including an
FeoA�B transporter for iron(II) (sync�0681-0682). Total iron
concentrations are higher in coastal environments, and reduced
iron(II) may be more abundant as well, because it is likely
produced from photochemical reactions of iron and organic
matter (25, 26). CC9311 also has three cation-dependent efflux
transporters (sync�0686, sync�1861, and sync�1510) compared to
two in WH8102, suggesting that it may have an increased
capacity to export toxic metal levels if needed.

In contrast, the oligotrophic ocean strain WH8102 has systems
predicted for the efflux of arsenite (preceded by its reduction)
and chromate (15) that are not found in CC9311. It has been
suggested that high arsenate to phosphate ratios in oligotrophic
regions result in the need of microorganisms to deal with excess
arsenate (27).

Coastal Synechococcus strain CC9311 has a greatly enhanced
capacity for metal storage. This is seen in the four copies of smtA,
a gene for bacterial metallothionein (sync�1081, sync�2426,
sync�0853, and sync�2379) compared to one in Synechococcus
WH8102 and none in some Prochlorococcus strains. Gene am-
plification of smtA has been found in freshwater Synechococcus
PCC6301 in response to higher trace metal levels such as
cadmium (28). However, in this case, smtA copies occur in
tandem, not disbursed throughout the genome as seen in
CC9311.

CC9311 also has a greatly enhanced capacity specifically for
iron storage. It has five copies of bacterial ferritin (sync�0854,
sync�0687, sync�1077, sync�1539, and sync�0680) compared to
one in most cyanobacterial genomes including Synechococcus
WH8102. It also has a ferritin-related protein DpsA (DNA-
protecting protein under starved conditions) that binds iron. The
later is not found in WH8102 but is found in some Prochloro-
coccus strains (PMT2218 in MIT9313).

It is unclear whether the greatly enhanced transport and metal
storage capacity for iron and other metals in CC9311 is due to
a greater need for metals, the need to respond to excess metal
levels, or the possibility that the cells see episodic metal con-
centrations. Iron concentrations in California coastal environ-
ments can vary from limiting to replete with rapid fluctuations
(29), thus the ability to store iron may be advantageous. Taken
together, these results suggest a much more metal-dependent
ecological strategy for CC9311 (Fig. 3 and Table 1, which is
published as supporting information on the PNAS web site).

Organic Nitrogen and Other Transporters. CC9311 and WH8102
also differ in other aspects of their membrane transporter
complement that may reflect differences in the nutrients they are
exposed to in their different environments. Interestingly,
CC9311 has multiple AMT family ammonia transporters and
based on this, ammonia is arguably its most important nitrogen
source, but determining this will require in situ gene expression
studies. CC9311 encodes a TRAP family dicarboxylate trans-
porter as well as a DASS family transporter that may also be
specific for carboxylates and a formate�nitrite transporter that is
not present in WH8102. CC9311 also encodes a second type of
predicted urea transporter and two APC-type amino acid trans-
porters that are not present in WH8102. These capabilities are
consistent with the coastal isolate CC9311 being exposed to
more organic matter than its oligotrophic ocean relative
WH8102. There is a significant expansion of mechanosensitive
ion channels in CC9311, which has five MscS and two MscL
members compared with only two MScS channels in WH8102.
Mechanosensitive ion channels can function as ‘‘emergency

Fig. 1. Circular representation of the Synechococcus CC9311 overall genome
structure. The outer scale designates coordinates in base pairs. The first circle
shows predicted coding regions on the plus strand, color coded by role
categories: violet, amino acid biosynthesis; light blue, biosynthesis of cofac-
tors, prosthetic groups, and carriers; light green, cell envelope; red, cellular
processes; brown, central intermediary metabolism; yellow, DNA metabolism;
light gray, energy metabolism; magenta, fatty acid, and phospholipid metab-
olism; pink, protein synthesis and fate; orange, purines, pyrimidines, nucleo-
sides, and nucleotides; olive, regulatory functions and signal transduction;
dark green, transcription; teal, transport, and binding proteins; gray, un-
known function; salmon, other categories; and blue, hypothetical proteins.
The second circle shows predicted coding regions on the minus strand color
coded by role categories. The third circle shows in red the set of 1,730 genes
conserved between Synechococcus CC9311 and WH8102, the fourth circle
shows percentage G�C in relation to the mean G�C in a 2,000-bp window in
black, and the fifth circle shows the trinucleotide composition in black.
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relief valves’’ during conditions of osmotic shock, implying that
the coastal isolate CC9311 may be subject to a more osmotically
challenging environment (30).

Light and CC9311. The predicted ORFs associated with photosyn-
thesis and light harvesting are relatively similar to WH8102. One
exception is the much greater number of high light-inducible
protein (HLIP) gene family members in CC9311 (with 14)
compared to WH8102 (with eight). Increased HLIP content has
been associated with cyanobacteria found in high light environ-
ments (16), thus these results predict that CC9311 would have
the capacity to live in high light surface waters or under changing
light conditions found during mixing of the water column.

Some differences in the ORFs clustered in the phycobilisome-
encoding region were found between WH8102 and CC9311, and
these may play a role in the type IV chromatic light adaptation
discovered in CC9311 (12). The genome sequence identifies two
ORFs (sync�0485 and sync�0486) as phycobiliprotein lyases not
found in WH8102; such proteins were predicted to be involved
in chromatic adaptation in a recent biochemical study (31).
These ORFs clearly merit further attention.

Horizontal Gene Transfer. Strains WH8102 and CC9311 share
1,730 ORFs. Mapping these on the CC9311 genome indicated
they were unevenly distributed, with a number of intervening
regions that essentially lacked any genes conserved with
WH8102 (Fig. 1). Analysis of these regions indicated that some

(�116 ORFs with 19 regions of �3 kb) displayed an atypical
trinucleotide composition and GC percentage, suggesting they
may be novel genomic ‘‘islands’’ relatively recently acquired by
CC9311 (Table 2, which is published as supporting information
on the PNAS web site). Previous analysis of the WH8102 genome
(15) had also identified putative similar islands based on their
atypical nucleotide content. These WH8102 putative islands also
essentially lacked any of the 1,730 conserved Synechococcus
genes.

The putative genomic islands with atypical nucleotide content
from CC9311 and WH8102 appear to differ significantly in terms
of gene function. The majority of the WH8102 islands consist
largely of hypothetical genes, often flanked by phage integrase
genes, suggesting they may be of phage origin. In contrast, none
of the CC9311 islands contain phage integrase genes or other
identifiable phage genes. It has been hypothesized that lysogenic
phages would be more common in nutrient-poor environments
such as the open ocean (discussed in ref. 32). The residual
phage-related genes in open ocean WH8102 but not CC9311 are
some of the first data consistent with this hypothesis.

Both genomes have unique islands consisting of different
polysaccharide biosynthesis genes that may be important in
changing cell surface characteristics, perhaps in response to
phage or grazing selection pressure. Other islands unique to
CC9311 encode an ABC secretion system and an RTX family
toxin homologue, a predicted secreted nuclease and protease,
and some two-component regulatory system genes. Some of the

Fig. 2. Phylogenetic tree of sensor kinases from Synechococcus CC9311 (sync�xxxx), and WH8102 (SYNWxxxx), Prochlorococcus marinus MI9313 (PMTxxxx),
MED4 (PMMxxxx), and SS120 (Proxxxx). This maximum-likelihood phylogenetic tree was generated by using PHYLIP, and bootstrap values are indicated next to
the branch nodes. Orthologous clusters conserved in all of the cyanobacteria shown are highlighted by lines on the side, the phosphate sensor is labeled, and
the divergent sensors unique to CC9311 are highlighted with asterisks.
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previously mentioned metal metabolism genes, including a fer-
ritin and ferrous iron transport genes, are also found in these
islands. The presence of metal-related (especially iron) genes in
these islands with atypical codon usage is interesting, because it
suggests that metal usage may also be under strong selection.
Genes with new physiological capabilities for metal use may be
highly favored and maintained in CC9311, if acquired through
horizontal gene transfer.

Cell Surfaces: LPS and Pili. CC9311 (relative to WH8102) is missing
the genes for the synthesis of KDO, a molecule necessary for the
biosynthesis of a typical LPS, and is missing genes for one
pathway for the biosynthesis of the sugar rhamnose, a potential
component of LPS. The genes for the synthesis of lipid A, the
lipid part of LPS, were found. At its simplest level, this suggests
that CC9311 has differences in its LPS compared to WH8102.
Preliminary LPS analyses suggest this to be the case (B.P., B.
Brahamsha, P. Azadi, and S. Snyder, unpublished work). A
greatly altered LPS could drastically change the sensitivity of
CC9311 to particular phages; because of its abundance at the cell
surface, LPS is often a phage receptor (33).

CC9311 has seven putative genes for pili and pilin biosynthesis.
Thus it may have pili that would be available for twitching
motility or DNA uptake. Both of these could be potentially

useful in coastal ecosystems where CC9311 is more likely to
encounter surfaces or DNA than in the open ocean. In contrast,
CC9311 is missing two major cell surface proteins (SwmA and
SwmB) involved in swimming motility in WH8102 (34, 35). The
use of the CC9311 genome and other nonmotile Synechococcus
genomes will help determine genes unique to WH8102 and thus
other genes that could be involved in its unique form of
swimming motility. However, our examination of these WH8102
‘‘unique’’ genes so far has not yielded clues, because many of
these genes are annotated only as hypothetical or conserved
hypothetical.

Summary. The coastal strain CC9311 has dramatic differences in
gene complement compared to the open ocean strain WH8102.
Many of these differences are consistent with adaptation to a
coastal environment. Because the genus marine Synechococcus
contains multiple clades (potential species), it will be interesting
to see which of these coastal�open ocean differences will be
conserved across all clades or whether, even within coastal
clades, different strategies exist for adapting to this complex
environment.

Methods
Genome Sequencing, Annotation, and Characteristics. The complete
genome sequence of Synechococcus CC9311 was determined by

Fig. 3. Overview of metal transport and metabolism in Synechococcus CC9311 and WH8102. Metal ion transporters are shown in the membrane, with the arrows
indicating the direction of transport. Metal-binding proteins and metalloenzymes are shown inside the cell, and the number of copies of each system is shown
in parentheses or within the protein. The color shading of the proteins indicates their distribution: magenta, present in both WH8102 and CC9311; red, present
only in CC9311; and blue, present only in WH8102. Hatching indicates that the gene is located in a region with atypical trinucleotide content.
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using the whole-genome shotgun method (36). Physical and
sequencing gaps were closed by using a combination of primer
walking, generation and sequencing of transposon-tagged librar-
ies of large-insert clones, and multiplex PCR (37). Identification
of putative protein-encoding genes and annotation of the ge-
nome were performed as described (38). An initial set of ORFs
predicted to encode proteins was initially identified by using
GLIMMER (39). ORFs consisting of �30 codons and those
containing overlaps were eliminated. Frame shifts and point
mutations were corrected or designated ‘‘authentic.’’ Functional
assignment, identification of membrane-spanning domains, and
determination of paralogous gene families were performed as
described (38). Sequence alignments and phylogenetic trees were
generated by using the methods described (38). The CC9311
genome was found to be composed of one circular chromosome
of 2,606,748 bp (Fig. 1), with an average GC content of 52.5%.
A total of 3,065 ORFs, 2 rRNA operons, and 44 tRNAs were
identified within the CC9311 genome.

Trinucleotide Composition. Distribution of all 64 trinucleotides (3
mers) was determined, and the 3-mer distribution in 2,000-bp

windows that overlapped by half their length (1,000 bp) across
the genome was computed. For each window, we computed the
�2 statistic on the difference between its 3-mer content and that
of the whole chromosome. A large value for �2 indicates the
3-mer composition in this window is different from the rest of the
chromosome. Probability values for this analysis are based on
assumptions that the DNA composition is relatively uniform
throughout the genome, and that 3-mer composition is indepen-
dent. Because these assumptions may be incorrect, we prefer to
interpret high �2 values as indicators of regions on the chromo-
some that appear unusual and demand further scrutiny.

Comparative Genomics. The Synechococcus CC9311 and WH8102
genomes were compared at the nucleotide level by suffix tree
analysis by using MUMmer (40), and their ORFs were compared
by a reciprocal best BLAST match analysis by using an E-value
cutoff of 10�5.
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We report here the sequencing and analysis of the genome of the thermophilic bacterium Carboxydothermus
hydrogenoformans Z-2901. This species is a model for studies of hydrogenogens, which are diverse bacteria and
archaea that grow anaerobically utilizing carbon monoxide (CO) as their sole carbon source and water as an electron
acceptor, producing carbon dioxide and hydrogen as waste products. Organisms that make use of CO do so through
carbon monoxide dehydrogenase complexes. Remarkably, analysis of the genome of C. hydrogenoformans reveals the
presence of at least five highly differentiated anaerobic carbon monoxide dehydrogenase complexes, which may in
part explain how this species is able to grow so much more rapidly on CO than many other species. Analysis of the
genome also has provided many general insights into the metabolism of this organism which should make it easier to
use it as a source of biologically produced hydrogen gas. One surprising finding is the presence of many genes
previously found only in sporulating species in the Firmicutes Phylum. Although this species is also a Firmicutes, it was
not known to sporulate previously. Here we show that it does sporulate and because it is missing many of the genes
involved in sporulation in other species, this organism may serve as a ‘‘minimal’’ model for sporulation studies. In
addition, using phylogenetic profile analysis, we have identified many uncharacterized gene families found in all
known sporulating Firmicutes, but not in any non-sporulating bacteria, including a sigma factor not known to be
involved in sporulation previously.
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Introduction

Carbon monoxide (CO) is best known as a potent human
poison, binding very strongly and almost irreversibly to the
iron core of hemoglobin. Despite its deleterious effects on
many species, it is also the basis for many food chains,
especially in hydrothermal environments such as the deep
sea, hot springs, and volcanoes. In these environments, CO is
a common potential carbon source, as it is produced both by
partial oxidation of organic matter as well as by multiple
microbial strains (e.g., methanogens). It is most readily
available in areas in which oxygen concentrations are low,
since oxidation of CO will convert it to CO2. In hydrothermal
environments, CO use as a primary carbon source is
dominated by the hydrogenogens, which are anaerobic,
thermophilic bacteria or archaea that carry out CO oxidation
using water as an electron acceptor [1]. This leads to the
production of CO2 and H2. The H2 is frequently lost to the
environment and the CO2 is used in carbon fixation pathways
for the production of biomass. Hydrogenogens have attracted
significant biotechnological interest because of the possibility
they could be used in the biological production of hydrogen
gas.

Hydrogenogens are found in diverse volcanic environ-
ments [2–7]. The phylogenetic types differ somewhat depend-
ing on the environments and include representatives of

bacteria and archaea. Carboxydothermus hydrogenoformans is a
hydrogenogen that was isolated from a hot spring in Kunashir
Island, Russia [2]. It is a member of the Firmicutes Phylum
(also known as low GC Gram-positives) and grows optimally
at 78 8C. This species has been considered an unusual
hydrogenogen, in part because unlike most of the other
hydrogenogens, it was believed to be strictly dependent on
CO for growth. The other species were found to grow poorly
unless CO was supplemented with organic substrates. Thus it
was selected for genome sequencing as a potential model
obligate CO autotroph.
Surprisingly, initial analysis of the unpublished genome
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sequence data led to the discovery that this species is not an
obligate CO autotroph [8]. We report here a detailed analysis
of the genome sequence of C. hydrogenoformans strain Z-2901,
the type strain of the species, hereafter referred to simply as
C. hydrogenoformans.

Results/Discussion

Genome Structure
The C. hydrogenoformans genome is a single circular chromo-

some of 2,401,892 base pairs (bp) with a GþC content of 42.0%
(Figure 1, Table 1). Annotation of the genome reveals 2,646
putative protein coding genes (CDSs), of which 1,512 can be
assigned a putative function. The chromosome displays two
clear GC skew transitions that likely correspond to the DNA
replication origin and terminus (Figure 1). Overall, 3.0%of the
genome is made up of repetitive DNA sequences. Included in
this repetitive DNA are two large-clustered, regularly inter-
spaced short palindromic repeats (CRISPR, 3.9 and 5.6
kilobases, respectively). Each cluster contains 59 and 84
partially palindromic repeats of 30 bps, respectively
(GTTTCAATCCCAGA[A/T]TGGTTCGATTAAAAC). Most re-
peats within each cluster are identical but they differ for one
nucleotide in the middle between clusters. Repeats at ends of
the smaller cluster degenerate to some extent. These types of
repeats are widespread in diverse groups of bacteria and
archaea [9]. The first one-third of the repeat sequence is
generally conserved. Although the precise functions of these
repeats are unknown, some evidence suggests they are involved
in chromosome partitioning [10,11]. In addition, experiments
in the thermophilic archaea Sulfolobus solfataricus have identi-
fied a genus-specific protein binding specifically to the repeats
present in that species’ genome [11].

One 35-kilobase lambda-like prophage containing 50 CDSs
was identified in the genome. It is flanked on one side by a
tRNA suggesting this may have served as a site of insertion.
Phylogenetic analysis showed this phage is most closely
related to phages found in other Firmicutes, particularly
the SPP1 phage infecting Bacillus subtilis.

As with other members of the Phylum Firmicutes, the
directions of leading strand DNA replication and tran-
scription are highly correlated, with 87% of genes located
on the leading strand. This gene distribution bias is also
highly correlated with the presence of a Firmicutes-specific
DNA polymerase PolC in the genome [12]. In B. subtilis, PolC
synthesizes the leading strand, and another distinct DNA
polymerase, DnaE, replicates the lagging strand [13]. In other
non-Firmicutes bacteria, DnaE replicates both strands. The
asymmetric replication forks of Firmicutes were proposed to
contribute to the asymmetry of their gene distributions [12].
One copy of PolC and two copies of DnaE have been
identified in C. hydrogenoformans genome. At least some of the
gene distribution bias can be caused by selection to avoid
collision of the RNA and DNA polymerases as well [14,15].
Despite this apparent selection, the lack of significantly
conserved gene order across Firmicutes indicates that
genome rearrangements still occur at a reasonably high rate.

Phylogeny and Taxonomy
Analysis of the complete genome of C. hydrogenoformans

suggests that the taxonomy of this species, as well as some
other organisms, needs to be revised. More specifically,
phylogenetic analysis based on concatenation of a few dozen
markers (Figure 2) reveals a variety of conflicts between the
organismal phylogeny and the classification of some of the
Firmicutes. For example, C. hydrogenoformans is currently
considered to be a member of the Family Peptococcaceae
in the Order Clostridiales [16]. Thus it should form a clade
with the Clostridium spp. to the exclusion of other taxa for
which genomes are available (e.g., Thermoanaerobacter tengcon-
gensis, which is considered to be a member of Thermoanaer-
obacteriales). The tree, however, indicates that this is not the
case and that T. tengcongensis and the Clostridia spp. are more
closely related to each other than either is to C. hydrogenofor-
mans. Thus we believe C. hydrogenoformans should be placed in a
separate Order from Clostridiales.
Perhaps more surprisingly, the concatenated genome tree

shows C. hydrogenoformans grouping with Symbiobacterium
thermophilum. S. thermophilum is a strictly symbiotic thermo-
phile isolated from compost and is currently classified in the
Actinobacteria (also known as high GC Gram-positives) based
on analysis of its 16s rRNA sequence [17]. The grouping with
Firmicutes is supported by the overall level of similarity of its
proteome to other species [18]. We therefore believe the
rRNA-based classification is incorrect and that S. thermophilum
should be transferred to the Firmicutes. Such inaccuracies of
the rRNA trees are relatively uncommon and may in this case
be due to the mixing of thermophilic and non-thermophilic
species into one group. This can cause artifacts when using
rRNA genes for phylogenetic reconstruction since the GþC
content of rDNA is strongly correlated to optimal growth
temperature.

CO Dehydrogenases and Life in CO
Anaerobic species that make use of CO do so using nickel-

iron CO dehydrogenase (CODH) complexes [19,20]. These
enzymes all appear to catalyze the anaerobic interconversion
of CO and CO2. However, they vary greatly in the cellular role
of this conversion and in the exact structure of the complex
[19]. Analysis of the genome reveals the presence of five genes
encoding homologs of CooS, the catalytic subunit of
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Synopsis

Carboxydothermus hydrogenoformans, a bacterium isolated from a
Russian hotspring, is studied for three major reasons: it grows at
very high temperature, it lives almost entirely on a diet of carbon
monoxide (CO), and it converts water to hydrogen gas as part of its
metabolism. Understanding this organism’s unique biology gets a
boost from the decoding of its genome, reported in this issue of
PLoS Genetics. For example, genome analysis reveals that it encodes
five different forms of the protein machine carbon monoxide
dehydrogenase (CODH). Most species have no CODH and even
species that utilize CO usually have only one or two. The five CODH
in C. hydrogenoformans likely allow it to both use CO for diverse
cellular processes and out-compete for it when it is limiting. The
genome sequence also led the researchers to experimentally
document new aspects of this species’ biology including the ability
to form spores. The researchers then used comparative genomic
analysis to identify conserved genes found in all spore-forming
species, including Bacillus anthracis, and not in any other species.
Finally, the genome sequence and analysis reported here will aid in
those trying to develop this and other species into systems to
biologically produce hydrogen gas from water.



anaerobic CODHs. These five CooS encoding genes are
scattered around the genome, and analysis of genome
context, gene phylogeny, and experimental studies in this
and other CO-utilizing species suggests they are subunits of
five distinct CODH complexes, which we refer to as CODH I-
V (Figure 3). The CooS homologs are named accordingly.

Specific details about each complex and proposed physio-
logical roles are given in the following paragraphs.

Energy Conservation (CODH-I)
A catalytic subunit (CooS-I, CHY1824) and an electron

transfer protein (CooF, CHY1825) of CODH are encoded
immediately downstream of a hydrogenase gene cluster
(cooMKLXUH, CHY1832–27) that is closely related to the
one found in Rhodospirillum rubrum [21]. These eight proteins
form a tight membrane-bound enzyme complex that converts
CO to CO2 and H2 in vitro [1,22]. In R. rubrum, this CODH/
hydrogenase complex was proposed to be the site of CO-
driven proton respiration where energy is conserved in the
form of a proton gradient generated across the cell
membrane [21]. Based on the high similarities in protein
sequences and their gene organization, this set of genes were
suggested to play a similar role in energy conservation in C.
hydrogenoformans [1]. Consistent with this, this cooS gene is in
the same subfamily as that from R. rubrum (Figure 4).

Carbon Fixation (CODH-III)
Anaerobic bacteria and archaea, such as methanogens and

acetogens, can fix CO or CO2 using the acetyl-CoA pathway
(also termed the Wood-Ljungdahl pathway), where two
molecules of CO2, through a few steps, are condensed into
one acetyl-CoA, a key building block for cellular biosynthesis
and an important source of ATP [23]. The key enzyme of the
final step (a CODH/acetyl-CoA synthase complex) has been
purified from C. hydrogenoformans (strain DSM 6008) cultured

Figure 1. Genomic Organization of C. hydrogenoformans

From the outside inward the circles show: (1, 2) predicted protein-coding regions on the plus and minus strands (colors were assigned according to the
color code of functional classes; (3) prophage (orange) and CRISPR (pink) regions; (4) v2-square score of tri-nucleotide composition; (5) GC skew (blue
indicates a positive value and red a negative value); (6) tRNAs (green); (7) rRNAs (blue) and structural RNAs (red).
DOI: 10.1371/journal.pgen.0010065.g001

Table 1. General Features of the C. hydrogenoformans Genome

Feature Value

Genome size, bp 2,401,892

% GþC 42.0

Predicted protein coding genes (CDSs) 2646

Average CDS length 827

Percent of genome that is coding 91.1

CDSs with assigned function 1512 (57.1%)

Conserved hypothetical CDSa 354 (13.4%)

Unknown function CDSb 331 (12.5%)

Hypothetical CDSc 449 (17.0%)

Transfer RNA 50

Ribosomal RNA 12

Structural RNAs 2

CRISPR regions 2

Prophage 1

aMatch to genes in other species, but no function known.
bSome biochemical function prediction, but cellular role not predictable.
cNo match to genes in other species.

DOI: 10.1371/journal.pgen.0010065.t001

PLoS Genetics | www.plosgenetics.org November 2005 | Volume 1 | Issue 5 | e650565

Hydrogenogen Genomics



under limited CO supply and shown to be functional in vitro
[24]. Genes encoding this complex and other proteins
predicted to be in this pathway are clustered in the genome
(CHY1221–7). This cluster is very similar to the acs operon
from the acetogen Moorella thermoacetica which encodes the
acetyl-CoA pathway machinery [25]. The phylogenetic tree
also shows that CooS-III is in the same subfamily as the
corresponding gene in the M. thermoacetica acs operon (Figure
4), suggesting they have the same biological functions. In
addition, all the genes in the acetyl-CoA pathway have been
identified in the C. hydrogenoformans genome and activities of
some of those gene products have been detected (Figure 5),
prompting us to propose that this organism carries out
autotrophic fixation of CO through this pathway. This is
consistent with the observation that key enzymes for the
other known CO2 fixation pathways, such as the Calvin cycle,
the reverse tricarboxylic acid cycle, and 3-hydroxypropionate
cycle are apparently not encoded in the genome.

Oxidative Stress Response (CODH-IV)
C. hydrogenoformans, though an anaerobe, has to deal with

oxidative challenges present in the environment from time to
time. Unlike aerobes, many anaerobes are proposed to use an
alternative oxidative stress protection mechanism that
depends on proteins such as rubrerythrin [26,27]. With few

exceptions, rubrerythrin-like proteins have been found in
complete genomes of all anaerobic and microaerophilic
microbes but are absent in aerobic microbes [28]. Rubrery-
thrin is thought to play a role in the detoxification of reactive
oxygen species by reducing the intermediate hydrogen
peroxide, although the exact details remain elusive [28,29].
C. hydrogenoformans encodes three rubrerythrin homologs. One
of them forms an operon with genes encoding CooS-IV, a
CooF homolog, and a NAD/FAD-dependent oxidoreductase
(CHY0735–8, Figure 3), suggesting that their functions are
related. Here we speculate that this operon encodes a multi-
subunit complex where electrons stripped from CO by the
CODH are passed to rubrerythrin to reduce hydrogen
peroxide to water, with CooF and the NAD/FAD-dependent
oxidoreductase acting as the intermediate electron carriers.
Therefore, CODH-IV may play an important role in oxidative
stress response by providing the ultimate source of reduc-
tants.

Others
Two other homologs of CooS are encoded in the genome.

The gene encoding CooS-II (CHY0085) was originally cloned
with the neighboring cooF (CHY0086) [30] and the complex
was purified as functional homodimers [1]. This complex
(CODH-II) is membrane-associated and an in vitro study
showed it might have an anabolic function of generating
NADPH [1]. Its structure has been solved [31]. The role of
CooS-V (CHY0034) is more intriguing as it is the most deeply
branched of the CooSs (Figure 4) and is not flanked by any
genes with obvious roles in CO-related processes.
Aerobic bacteria metabolize CO using drastically different

CODHs that are unrelated to the anaerobic ones. The CODHs
from aerobes are dimers of heterotrimers composed of a
molybdoprotein (CoxL), a flavoprotein (CoxM), and an iron-
sulfur protein (CoxS) and belong to a large family of
molybdenum hydroxylases including aldehyde oxidoreduc-
tases and xanthine dehydrogenases [32]. These enzymes
characteristically demonstrate high affinity for CO, and the
oxidation is typically coupled to CO2 fixation via the
reductive pentose phosphate cycle.
C. hydrogenoformans has one gene cluster (CHY0690–2)

homologous to the coxMSL cluster in Oligotropha carboxidovor-
ans, the most well-studied aerobic CODHs. However, our
phylogenetic analysis showed that the C. hydrogenoformans
homolog of CoxL does not group within the CODH
subfamily. Therefore, we conclude that it is unlikely that this
gene cluster in C. hydrogenoformans encodes a CODH, although
that needs to be tested. Of the available published and
unpublished genomes, only R. rubrum appears to have both an
anaerobic CODH and a close relative of the aerobic O.
carboxidovorans CODH. Accordingly, R. rubrum, a photosyn-
thetic bacterium, can grow in the dark both aerobically and
anaerobically using CO as an energy source.
Structures of both the Mo- and Ni-containing enzymes

have been published recently. The crystal structure of CooS-II
from C. hydrogenoformans is a dimeric enzyme with dual Ni-
containing reaction centers each connected to the enzyme
surface by 70-Å hydrophobic channels through which CO
transits [31]. This channeling, also confirmed experimentally
[33,34], explains the mechanism of CO use as a central
metabolic intermediate despite its low solubility and gen-
erally low concentration in geothermal environments.

Figure 2. Genome Tree of Representatives of Firmicutes

A maximum likelihood tree was built from concatenated protein
sequences of 31 universal housekeeping genes and rooted by two
outgroup Actinobacteria (high GC Gram-positives) species: Corynebacte-
rium glutamicum and Streptomyces coelicolor. Bootstrap support values
(out of 100 runs) for branches of interest are shown beside them. Each
species’ ability to sporulate and its number of putative orthologs of the
175 known B. subtilis sporulation genes are also shown.
DOI: 10.1371/journal.pgen.0010065.g002
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Sporulation
The C. hydrogenoformans genome encodes a large number of

homologs of genes involved in sporulation in other Firmi-
cutes, spanning all stages of sporulation (Table 2). Among
those are the master switch gene spo0A and all sporulation-
specific sigma factors, rH, rE, rF, rG, and rK. However,
sporulation has not been previously reported for this species.
With this in mind, we set out to re-examine the morphology
of C. hydrogenoformans cells and found endospore-like struc-
tures when cultures were stressed (Figure 6).

We then used phylogenetic profile analysis to look for
other possible sporulation genes in the genome. Phylogenetic
profiling works by grouping genes according to their
distribution patterns in different species [35]. Proteins that
function in the same pathways or structural complexes
frequently have correlated distribution patterns. Phyloge-
netic profile analysis identified an additional set of 37
potential sporulation-related genes (Figure 7). Those genes
are generally Bacillales- and Clostridiales-specific, consistent
with the fact that endospores have so far only been found in
these and other closely related Firmicutes. Most of the novel
genes are conserved hypothetical proteins, whereas a few are
putative membrane proteins. In support, a few of those novel
sporulation genes have been shown to be involved in Bacillus
subtilis sporulation by experimental studies [36,37]. The rest
of the genes are thus excellent candidates for encoding
known sporulation functions that have not been assigned to
genes or previously unknown sporulation activities. Strik-
ingly, within this group of genes, in addition to other known
sporulation-specific sigma factors (rE, rF, rG, and rK), we
identified a sigma factor (CHY1519) that was not known to be
associated with sporulation previously. rI, its putative
ortholog in B. subtilis, has shown some association with heat
shock [38]. It remains to be determined experimentally

whether this sigma factor is involved in sporulation, and if
so, the regulatory network it controls.
A search of known sporulation-related genes in B. subtilis

against C. hydrogenoformans revealed that many of them are
missing in the genome. Of the 175 B. subtilis sporulation-
related genes we compiled from the genome annotation and
literature [39,40], half have no detectable homologs in C.
hydrogenoformans using BLASTP with an E-value cutoff of 1e-5.
Putative orthologs defined by mutual-best-hit methodology
are present for only one third of those genes in C.
hydrogenoformans. Among those missing genes are spo0B and
spo0F, which encode the key components of the complex
phosphorelay pathway in B. subtilis that channels various
signals such as DNA damage, the ATP level, and cell density to
the master switch protein Spo0A and therefore governs the
cell’s decision to enter sporulation. C. hydrogenoformans hence
uses either a simplified version of this pathway or an
alternative signal transduction pathway to sense the environ-
mental or physiological stimuli. A large number of genes
involved in the protective outer layer (cortex, coat, and
exosporium) formation, spore germination, and small acid-
soluble spore protein synthesis, among a few genes in various
stages of spore development, are also missing. A similar, but
slightly different, set of genes are missing in the other spore-
forming Clostridia species as well [41]. Absence of those genes
is more pronounced in non-spore-forming Firmicutes such as
Listeria spp., Staphylococcus spp., and Streptococcus spp., as they
lack all the sporulation-specific genes. When overlaid onto
the phylogeny of Firmicutes (Figure 2), this observation can
be explained by either multiple independent gene-loss events
along branches leading to non-Bacillus species or by inde-
pendent gene-gain events along branches leading to Bacillus
and Clostridia, or by both. Whatever the history is of the
sporulation evolution, the core set of sporulation genes

Figure 3. Genome Locations of Genes Predicted to Encode Five CODH Complexes

The genome locations of the genes encoding the five CooS homologs (labelled CooS I-V) are shown. Also shown are neighboring genes that are
predicted to encode the five distinct CODH complexes (CODH I-V) with each CooS homolog. Possible cellular roles for four of the five CODH complexes
are indicated.
DOI: 10.1371/journal.pgen.0010065.g003
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shared by Bacillus and Clostridia might be close to a ‘‘minimal’’
sporulation set, as so far only these two groups have been
found to be capable of producing endospores. Alternatively,
some spore specific functions may be carried out by non
orthologous genes in different species, which would prevent
us from identifying them by this type of analysis.

Strictly Dependent on CO?
Until very recently, C. hydrogenoformans was thought to be an

autotroph strictly depending on CO for growth. An overview

of the genome reveals features related to its autotrophic
lifestyle. For example, it has lost the entire sugar phospho-
transferase system and encodes no complete pathway for
sugar compound degradation. However, many aspects of the
gene repertoire are suggestive of heterotrophic capabilities.
For example, among the transporters encoded in the genome
are ones predicted to import diverse carbon compounds
including formate, glycerol, lactate, C4-dicarboxylate (malate,
fumarate, or succinate; the binding receptor for this has three
paralogs in the genome), 2-keto-3-deoxygluconate, 2-oxoglu-

Figure 4. Phylogenetic Tree of CooS Homologs

The figure shows a maximum-likelihood tree of CooS homologs. The tree indicates the five CooS homologs in C. hydrogenoformans are not the result of
recent duplications but instead are from distinct subfamilies. The other CooS homologs included in the tree were obtained from the NCBI nr database
and include some from incomplete genome sequences generated by United States Department of Energy Joint Genome Institute (http://www.jgi.doe.
gov/).
DOI: 10.1371/journal.pgen.0010065.g004

Figure 5. Predicted Complete Acetyl-CoA Pathway of Carbon Fixation in C. hydrogenoformans

Genes predicted to encode each step in the acetyl-CoA pathway of carbon fixation were identified in the genome. The locus numbers are indicated on
the figure.
DOI: 10.1371/journal.pgen.0010065.g005
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tarate, and amino acids. In addition there is a diverse array of
signal transduction pathways including chemotaxis not
commonly found in the genomes of autotrophs (see below).
Consistent with these observations, Henstra et al. recently

showed that formate, lactate, and glycerol could be utilized as
carbon source provided 9,10-anthraquinone-2,6-disulfonate
was used as the electron acceptor [8]. Similarly, sulfite,
thiosulfate, sulfur, nitrate, and fumarate were reduced with
lactate as electron donor, although heterotrophic growth was
relatively slow compared with cultures growing on pure CO
[8]. It is not known what electron acceptors are likely to be
coupled to these pathways in the isolation locale of C.
hydrogenoformans, however it is clear that there is a more
versatile complement of energy sources than initially con-
cluded by Svetlichny et al. [2].
In terms of autotrophic lifestyle, although C. hydrogenofor-

mans and S. thermophilum are close phylogenetically, they have
gone separate ways in their lifestyles. S. thermophilum is an
uncultivable thermophilic bacterium growing as part of a
microbial consortium [18], while C. hydrogenoformans is a hot-
spring autotroph that can survive efficiently on CO as its sole
carbon and energy source. Accordingly, their metabolic
capabilities are very different and only half of their
proteomes are homologous. It is not clear why S. thermophilum
is dependent on other microbes. Unlike other symbiotic
microorganisms, no large-scale genome reductions have
occurred in S. thermophilum [18]. On the other hand, C.
hydrogenoformans has evolved to live preferably on CO, possibly
by acquiring and/or expanding its complement of CODHs. As
a result, it has lost many genes associated with a hetero-
trophic lifestyle, such as the phosphotransferase transporter
system, and may be on the verge of becoming an obligate
autotroph. Even though C. hydrogenoformans is more closely
related to S. thermophilum than to T. tengcongensis, an anaerobic
thermophile isolated also from freshwater hot springs [42], C.
hydrogenoformans actually shares slightly less genes with S.
thermophilum than with T. tengcongensis.

Signal Transduction
C. hydrogenoformans is poised to respond to diverse environ-

mental cues through a suite of signal transduction pathways

Figure 6. An Electron Micrograph of a C. hydrogenoformans Endospore

The finding of homologs of many genes involved in sporulation in other
species led us to test whether C. hydrogenoformans also could form an
endospore. Under stressful growth conditions, endospore-like structures
form. We note that even though homologs could not be found in the
genome for many genes that in other species are involved in protective
outer-layer (cortex, coat, and exosporium) formation, those structures
seem to be visible and intact.
DOI: 10.1371/journal.pgen.0010065.g006

Table 2. Orthologs of Known Bacillus subtilis Sporulation Genes
in C. hydrogenoformans

Locus Gene Description

CHY1978 spo0A Stage 0 sporulation protein A

CHY0010 spo0J Stage 0 sporulation protein J

CHY0370 obg spo0B-associated GTP-binding protein

CHY0009 soj Sporulation initiation inhibitor protein soj

CHY1960 spoIIAB Anti-sigma F factor

CHY2541 spoIID Stage II sporulation protein D

CHY1517 spoIID Putative stage II sporulation protein D

CHY0212 spoIIE Putative stage II sporulation protein E

CHY2057 spoIIGA Putative sporulation specific protein SpoIIGA

CHY1965 spoIIM Putative stage II sporulation protein M

CHY1923 spoIIP Putative stage II sporulation protein P

CHY0408 spoIIP Putative sporulation protein

CHY2054 spoIIR Stage II sporulation protein R

CHY0206 Putative stage II sporulation protein D

CHY2007 spoIIIAA Putative sporulation protein

CHY2006 spoIIIAB Putative sporulation protein

CHY2005 spoIIIAC Putative sporulation protein

CHY2004 spoIIIAD Putative sporulation protein

CHY2003 spoIIIAE Putative sporulation protein

CHY2001 spoIIIAG Putative sporulation protein

CHY2534 spoIIID Stage III sporulation protein D

CHY1159 spoIIIE DNA translocase FtsK

CHY0004 spoIIIJ Sporulation associated-membrane protein

CHY1916 spoIVA Stage IV sporulation protein A

CHY1979 spoIVB Putative stage IV sporulation protein B

CHY1957 spoVAC Stage V sporulation protein AC

CHY1956 spoVAD Stage V sporulation protein AD

CHY1955 spoVAE Stage V sporulation protein AE

CHY0960 spoVB Stage V sporulation protein B

CHY1152 spoVFA Dipicolinate synthase, A subunit

CHY1153 spoVFB Dipicolinate synthase, B subunit

CHY1391 spoVK Stage V sporulation protein K

CHY1202 spoVR Stage V sporulation protein R

CHY1171 spoVS Stage V sporulation protein S

CHY0202 spoVT Stage V sporulation protein T

CHY2272 cotJC cotJC protein

CHY0786 cotJC cotJC protein

CHY1463 sspD Small acid-soluble spore protein

CHY1464 sspD Small acid-soluble spore protein

CHY1175 sspF Small acid-soluble spore protein

CHY1465 Putative small acid-soluble spore protein

CHY1941 spmA Spore maturation protein A

CHY1940 spmB Spore maturation protein B

CHY0958 Small acid-soluble spore protein

CHY1160 Putative spore cortex-lytic enzyme

CHY1756 sleB Putative spore cortex-lytic enzyme

CHY0336 gerKA Spore germination protein GerKA

CHY1404 gerKB Spore germination protein

CHY0337 gerKC Spore germination protein

CHY0305 gerM Putative germination protein GerM

CHY1950 Putative spore germination protein

CHY0143 RNA polymerase sigma factor

CHY2056 sigE RNA polymerase sigma-E factor

CHY1959 sigF RNA polymerase sigma-F factor

CHY2055 sigG RNA polymerase sigma-G factor

CHY2333 sigH RNA polymerase sigma-H factor

CHY0617 sigK RNA polymerase sigma-K factor

CHY1462 gpr Spore protease

CHY2672 Sigma-K processing regulatory protein BofA

CHY0424 Putative sporulation protein

DOI: 10.1371/journal.pgen.0010065.t002
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and processes. The organism has 83 one-component regu-
lators and 13 two-component systems (including two chemo-
taxis systems), which are average numbers for such a genome
size [43] (Table S1). Many of the genes encoding these two-
component systems are next to transporters, possibly being
involved in regulation of solute uptake, while others are
adjacent to oxidoreductases. C. hydrogenoformans also possesses
an elaborate cascade of chemotaxis genes, including 11
chemoreceptors, and a complete set of flagellar genes, most
located within a large cluster of about 70 genes (CHY0963–
1033). Chemotaxis allows microbes to respond to environ-
mental stimuli by swimming toward nutrients or away from
toxic chemicals. Generally, a heavy commitment to chemo-
taxis is not a characteristic of autotrophic microorganisms
[44], and it is possible that C. hydrogenoformans is responding to
gradients of inorganic nutrients, or gases such as CO, O2, H2,
or CO2.

Critical for sensing CO, two CooA homologs occur in the C.
hydrogenoformans genome, both of which are encoded within
operons containing cooS genes. CooA proteins are heme
proteins that act as both sensors for CO as well as transcrip-
tional regulators. They belong to the cyclic adenosine mono-
phosphate receptor protein family and induce CO-related
genes upon CO binding [45]. CHY1835, encoding CooA1, is at
the beginning of the R. rubrum-like coo operon. CHY0083,
encoding CooA2, is at the end of the operon possibly involved
in NADPH generation from CO [1] (Figure 3).

C. hydrogenoformans lacks certain subfamilies of transcrip-
tion factors that are present in its close Clostridia relatives,
such as those utilizing the following helix-turn-helix domains:
iron-dependent repressor DNA-binding domain, LacI, PadR,
and DeoR (Pfam nomenclature). The genome does not
encode any proteins of the LuxR family, which are usually
abundant in both one-component (e.g., quorum-sensing
regulators) and two-component systems.

The largest family of transcriptional regulators in C.
hydrogenoformans is sigma-54- dependent activators. Eight such
regulators comprise one-component systems (CHY0581,
CHY0788, CHY1254, CHY1318, CHY1359, CHY1376,
CHY1547, and CHY2091) and another one is a response
regulator of the two-component system (CHY1855). Seven
one-component sigma-54-dependent regulators have at least
one PAS domain as a sensory module. PAS domains are
known to often contain redox-responsive cofactors, such as
FAD, FMN, and heme and serve as intracellular oxygen and
redox sensors [46]. Overall, there are 18 PAS domains in C.
hydrogenoformans. It is a very significant number compared to
only two PAS domains in Moorella thermoacetica (similar
genome size) and nine in Desulfitobacterium hafniense (a much
larger genome). The most abundant sensory domain of

bacterial signal transduction, the LysR substrate-binding
domain, which binds small molecule ligands, is present only
in six copies in C. hydrogenoformans (there are 36 copies in D.
hafniense), re-enforcing the notion that redox sensing via PAS
domains might be the most critical signal transduction event
for this organism.
The most intriguing signal transduction protein in C.

hydrogenoformans is the sigma-54-dependent transcriptional
regulator that has an iron hydrogenase-like domain as a
sensory module (CHY1547). This domain contains 4Fe-4S
clusters and is predicted to use molecular hydrogen for the
reduction of a variety of substrates. Its fusion with the sigma-
54 activator and the DNA-binding HTH_8 domain in the
CHY1547 protein strongly suggests that this is a unique
regulator that activates gene expression in C. hydrogenoformans
in response to hydrogen availability. Interestingly, it is
located immediately upstream of a ten-gene cluster encoding
a Ni/Fe hydrogenase (CHY1537–46). Iron hydrogenases
similar to the one in CHY1547 can be identified in several
bacterial genomes including S. thermophilum, Dehalococcoides
ethenogenes, and some Clostridia; however, they are not
associated with DNA-binding domains. The only organisms
where we found a homologous sigma-54 activator are M.
thermoacetica, Geobacter metallireducens, G. sufurreducens, and
Desulfuromonas acetoxidans.

Selenocysteine-Containing Proteins
C. hydrogenoformans possesses all known components of the

selenocysteine (Sec) insertion machinery (CHY1803:SelA,
CHY1802:SelB, CHY2058:SelD) and the Sec tRNA. A total of
12 selenocysteine-containing proteins (selenoproteins) were
identified in C. hydrogenoformans genome by the Sec/Cys
homology method (Table 3). For each of them, an mRNA
stem-loop structure, the signature of the so-called Sec
Insertion Sequence (SECIS) required for the Sec insertion,
is present immediately downstream of the UGA codon.
Although most of the identified selenoproteins are redox
proteins, as has been shown for other bacteria and archaea
[47], three are novel. Two are transporters (CHY0860,
CHY0565), while the third is a methylated-DNA-protein-
cysteine methyltransferase (CHY0809), a suicidal DNA repair
protein that repairs alkylated guanine by transferring the
alkyl group to the cysteine residue at its active site. It is
striking that although this protein has been found in virtually
every studied organism, only the one in C. hydrogenoformans has
selenocysteine in place of cysteine at its active site. Therefore,
this selenoprotein most likely evolved very recently, probably
from a cysteine-containing protein. Similar patterns exist for
the two selenocysteine-containing transporters, suggesting
invention of new selenoproteins is an ongoing process in C.
hydrogenoformans.

Figure 7. Phylogenetic Profile Analysis of Sporulation in C. hydrogenoformans

For each protein encoded by the C. hydrogenoformans genome, a profile was created of the presence or absence of orthologs of that protein in the
predicted proteomes of all other complete genome sequences. Proteins were then clustered by the similarity of their profiles, thus allowing the
grouping of proteins by their distribution patterns across species. Examination of the groupings showed one cluster consisting of mostly homologs of
sporulation proteins. This cluster is shown with C. hydrogenoformans proteins in rows (and the prediced function and protein ID indicated on the right)
and other species in columns with presence of a ortholog indicated in red and absence in black. The tree to the left represents the portion of the cluster
diagram for these proteins. Note that most of these proteins are found only in a few species represented in red columns near the center of the diagram.
The species corresponding to these columns are indicated. We also note that though most of the proteins in this cluster, for which functions can be
predicted, are predicted to be involved in sporulation and some have no predictable functions (highlighted in blue). This indicates that functions of
these proteins’ homologs have not been characterized in other species. Since these proteins show similar distribution patterns to so many proteins with
roles in sporulation, we predict that they represent novel sporulation functions.
DOI: 10.1371/journal.pgen.0010065.g007
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Translational Frameshifts
Analysis of the genome identified many potential cases of

frameshifted genes. They are identified by having significant
sequence similarity in two reading frames to a single homolog
in another species. Examination of sequence traces suggests
they are not sequencing errors. Some of these appear to be
programmed frameshifts. Programmed frameshifting is a
ubiquitous mechanism cells use to regulate translation or
generate alternative protein products [48]. The frameshift in
the gene prfB (CHY0163), encoding the peptide chain release
factor 2, is a well-studied example of programmed frameshift
that actually regulates its own translation [48].

However, many of the detected frameshifts appear to be
the result of mutations from an ancestral un-frameshifted
state. This is best exemplified by examination of the frame-
shift in the cooS-III gene (CHY1221), which as described above
is predicted to encode one of the key components of the
acetyl-CoA carbon fixation pathway. In cultures of another
strain of this species (DSM 6008), a functional full-length (i.e.,
unframeshifted) version of this protein has been purified [24]
and sequence comparisons of the gene from that strain with
ours revealed many polymorphisms, including a deletion in
our strain that gave rise to this frameshift (unpublished data).
Studies of DSM 6008 show that in cultures grown in excess
CO, the acetyl-CoA synthase (ACS, CHY1222) existed
predominantly as monomer and only trace amount of
CODH-III/ACS complex could be detected. On the other
hand, when the CO supply was limited, CODH-III/ACS
complex became the dominant form. It is plausible that
CODH-III is not absolutely required for carbon fixation when
the CO supply is high. Thus the frameshift and other
mutations in cooS-III in Z-2901 may reflect the fact that it
has been serially cultured in excess CO in the lab for many
years. The putative lab-acquired mutations in Z-2901 are yet
another reason to sequence type strains of species that have
been directly acquired from culture collections and not
submitted to extended laboratory culturing [49].

Conclusion
Living solely on CO is not a simple feat and the fact that C.

hydrogenoformans does it so well makes it a model organism for
this unusual metabolism. Our analysis of the genome

sequence, and phylogenomic comparisons with other species,
provide insights into this species’ specialized metabolism.
Perhaps most striking is the presence of genes that apparently
encode five distinct carbon monoxide dehydrogenase com-
plexes. Analysis of the genome has also revealed many new
perspectives on the biology and evolution of this species, for
example, leading us to propose its reclassification, providing
further evidence that it is not a strict autotroph and revealing
a previously unknown ability to sporulate. The analysis
reported here and the availibility of the complete genome
sequence should catalyze future studies of this organism and
the hydrogenogens as a whole.

Materials and Methods

Medium composition and cultivation. C. hydrogenoformans Z-
2901were cultivated under strictly anaerobic conditions in a basal
carbonate-buffered medium composed as described [2]. However, 1.5
g l�1 NaHCO3, 0.2 g l�1 Na2S � 9 H2O, 0.1 g l�1 yeast extract, and 2
lmol l�1 NiCl2 were used instead of reported concentrations, and the
Na2S concentration was lowered to 0.04 g l�1. Butyl rubber-stoppered
bottles of 120 ml contained 50 ml medium. Bottles were autoclaved
for 25’ at 121 8C. Gas phases were pressurized to 170 kPa and were
composed of 20% CO2 and either 80% of N2, H2, or CO. Sporulation
was induced by the addition of 0.01 mM MnCl2 to the medium and by
a transient heat shock treatment (100 8C for 5 min).

EM of C. hydrogenoformans endospore. Samples were fixed with 5%
glutaraldehyde for 2 h and 1% OsO4 for 4 h at 4 8C and then
embedded in Epon-812. The thin sections were stained with uranyl
acetate and lead citrate according to the method described by
Miroshnichenko et al. [50]. The samples were observed and photo-
graphed using a JEOL JEM-1210 electron microscope.

Genome sequencing. Genomic DNA was isolated from exponen-
tial-phase cultures of C. hydrogenoformans Z-2901. This strain was
acquired by Frank Robb from Vitali Svetlitchnyi (Bayreuth Univer-
sity, Germany) in 1995 after being serially grown in culture since its
original isolation in 1990. Cloning, sequencing, assembly, and closure
were performed as described [51,52]. The complete sequence has
been assigned GenBank accession number CP000141 and is available
at http://www.tigr.org.

Annotation. The gene prediction and annotation of the genome
were done as previously described [51,52]. CDSs were identified by
Glimmer [53]. Frameshifts or premature stop codons within CDSs
were identified by comparison to other species and confirmed to be
‘‘authentic’’ by either their high quality sequencing reads or re-
sequencing. Repetitive DNA sequences were identified using the
REPUTER program [54].

Comparative genomics. To identify putative orthologs between
two species, both of their proteomes were BLASTP searched against a
local protein database of all complete genomes with an E-value cutoff
of 1e-5. Species-specific duplications were identified and treated as
one single gene (super-ortholog) for later comparison. Pair-wise
mutual best-hits were then identified as putative orthologs.

Genome tree construction. Protein sequences of 31 housekeeping
genes (dnaG, frr, infC, nusA, pgk, pyrG, rplA, rplB, rplC, rplD, rplE, rplF,
rplK, rplL, rplM, rplN, rplP, rplS, rplT, rpmA, rpoB, rpsB, rpsC, rpsE, rpsI,
rpsJ, rpsK, rpsM, rpsS, smpB, tsf) from genomes of interest were aligned
to pre-defined HMM models and ambiguous regions were auto-
trimmed according to an embedded mask. Concatenated alignments
were then used to build a maximum likelihood tree using phyml [55].

Phylogenetic profile analysis. For each protein in C. hydrogenofor-
mans, its presence or absence in every complete genome available at
the time of this study was determined by asking whether a putative
ortholog was present in that species (see above). Proteins were then
grouped by their distribution patterns across species (bits of 1 and 0,
1 for presence and 0 for absence) using the CLUSTER program and
the clusters were visualized using the TREEVIEW program (http://
rana.lbl.gov/EisenSoftware.htm). Species were weighted by their
closeness to each other to partially remove the phylogenetic
component of the correlation [56].

Identification of selenoproteins. Each CDS of C. hydrogenoformans
that ends with stop codon TGA was extended to the next stop codon
TAA or TAG. It was then searched with BLASTP against the nraa
database. A protein with a TGA codon pairing with a conserved Cys
site was identified as a putative selenoprotein. The secondary structure

Table 3. Selenoproteins Identified in C. hydrogenoformans
Genome

Locus Description

CHY2058 Selenide, water dikinase

CHY2392 Glycine reductase, selenoprotein A

CHY2393 Glycine reductase, selenoprotein B

CHY0733 NAD-dependent formate dehydrogenase, alpha subunit

CHY0740 Dehydrogenase

CHY0793 Formate dehydrogenase-O, major subunit

CHY0809 Methylated-DNA-protein-cysteine methyltransferase

CHY0860 Cation-transporting ATPase, E1-E2 family

CHY0930 Heterodisulfide reductase, subunit A

CHY0931 Hydrogenase, methyl-viologen-reducing type, delta subunit

CHY1095
Thioredoxin domain selenoprotein/cytochrome C

biogenesis family protein

CHY0565 Mercuric transport protein, putative

DOI: 10.1371/journal.pgen.0010065.t003
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of the mRNA immediately downstream of the TGA codon was also
checked using MFOLD [57] to look for a possible stem-loop structure.

Supplemental Information

Table S1. Regulatory Genes in Clostridia Species

Found at DOI: 10.1371/journal.pgen.0010065.st001 (22 KB DOC).
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Note Added in Proof
It has come to our attention that a complementary comparison of

sporulation genes in various Firmicutes was published in 2004 [58]. This study
identified homologs of known sporulation genes in Firmicutes by experimental
methods and genome analysis. The authors then used these results to study the
evolution of sporulation and known sporulation genes.
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We report the genome sequence of Theileria parva, an apicomplexan pathogen
causing economic losses to smallholder farmers in Africa. The parasite chro-
mosomes exhibit limited conservation of gene synteny with Plasmodium
falciparum, and its plastid-like genome represents the first example where all
apicoplast genes are encoded on one DNA strand. We tentatively identify pro-
teins that facilitate parasite segregation during host cell cytokinesis and
contribute to persistent infection of transformed host cells. Several biosynthetic
pathways are incomplete or absent, suggesting substantial metabolic depen-
dence on the host cell. One protein family that may generate parasite antigenic
diversity is not telomere-associated.

Theileria parva is a tick-borne parasite that

causes a fatal disease in cattle known as East

Coast fever (ECF). This disease, which kills

over 1 million cattle each year in sub-Saharan

Africa, results in economic losses exceeding

$200 million annually (1). Theileria organisms

belong to the phylum Apicomplexa, which is

predicted to have originated about 930 million

years ago (2). Unlike other apicomplexans,

penetration of host cells by T. parva is not

orientation-specific. Rhoptries and microspheres

discharge after invasion, coincident with

dissolution of the surrounding host cell

membrane, leaving the parasite free in the

host cell cytoplasm. Morbidity and mortality

due to ECF are attributed to the ability of the

schizont stage to malignantly transform its

host cell, the bovine lymphocyte. Parasitosis

increases exponentially because the schizont

divides in synchrony with the host cell and

infected cells infiltrate all tissues; cattle die of

this lymphoproliferative disease 3 to 4 weeks

after infection. Little pathology is due to the tick

infective piroplasm, the red blood cell stage (1).

We sequenced the genome of T. parva in

order to facilitate research on parasite biology,

assist the identification of schizont antigens for

vaccine development (3), and extend compara-

tive apicomplexan genomics, in particular with

Plasmodium falciparum, which causes malaria.

Comparison with T. annulata, which causes

tropical bovine theileriosis and mainly trans-

forms macrophages, is described in an accom-

panying report (4). (This whole-genome

shotgun project has been deposited at DNA

Data Bank of Japan/European Molecular Biol-

ogy Laboratory/GenBank under the project

accession AAGK00000000.)

The haploid T. parva nuclear genome is

8.3 � 106 base pairs (Mbp) in length and

consists of four chromosomes (Table 1). We

provide a complete sequence, except for a 1- to

2-kbp gap in chromosome 4 and a gap in

chromosome 3 (Tpr locus) that contains a 41-

kbp and a 13-kbp set of overlapping sequences

(contig) (5). The parasite apicoplast and

mitochondrial (6) genomes have also been se-

quenced. Like P. falciparum, T. parva chro-

mosomes contain one extremely AþT-rich

region (997%) about 3 kbp in length that may

be the centromere. The regions between the

CCCTA
3-4

telomeric repeats and the first

protein-encoding gene are short, 2.9 kbp on

average, and do not contain other repeats. Thus,

the structure of the subtelomeric regions in T.

parva is much less complex than that in P.

falciparum, where arrays of repeats extend up to

30 kbp (7).

The T. parva nuclear genome contains about

4035 protein-encoding genes, 20% fewer than

P. falciparum, but exhibits higher gene density,

a greater proportion of genes with introns, and

shorter intergenic regions. There are two

identical, unlinked 5.8S-18S-28S rRNA units,

suggesting that unlike P. falciparum T. parva

does not possess functionally distinct ribosomes

(8). Putative functions were assigned to 38% of

the predicted proteins (Table 1).

The complexity of the T. parva life cycle

is not matched by a large number of rec-

ognizable cell cycle regulators. Thus, the

parasite is more akin to yeasts than higher

eukaryotes, lacking discernable components

of both the p53-MDM2-p14ARF-p21 and the

Ink4-retinoblastoma-E2F pathways (9). There

are four predicted cyclins and five cyclin-

dependent kinases (cdks), most of which have

close homologs in P. falciparum. However,

T. parva lacks one cyclin and two cdks found

in P. falciparum. These parasite cyclins are

poorly conserved (È25% identity), making

cross-species comparisons difficult. The re-

duced recognizable T. parva cell cycle ma-

chinery suggests that a number of novel

regulatory features remain to be discovered.

A unique aspect of T. parva biology is that

infection of T and B lymphocytes results in a

reversible transformed phenotype with uncon-

trolled proliferation of host cells that remain

persistently infected. Parasite proteins that may

modulate host cell phenotype are described in

an accompanying report (4). Host cell micro-

tubules that decorate the surface of schizonts

are captured by the host cell spindle during

mitosis, favoring infection of both daughter

cells (1). T. parva encodes putative secreted

forms of EMAP115- and Tau-like proteins,

which are absent from P. falciparum; in higher

eukaryotes, these proteins interact with micro-

tubules (10). In addition, T. parva may

modulate host cell mitosis by influencing dis-

assembly of the host cell spindle via a secreted

cdc48-like AAA–adenosine triphosphatase
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(ATPase associated with diverse cellular activ-

ities) (11). A likely P. falciparum homolog of

this protein contains an N-terminal signal

anchor sequence, whereas the T. parva pro-

tein contains a signal peptide and lacks a rec-

ognizable endoplasmic reticulum retention

signal.

We used the Tribe-MCL algorithm (5) to

identify 384 protein families containing 1063

proteins in the T. parva proteome (table S1).

The largest family, containing 85 proteins,

exists primarily in tandem arrays in the sub-

telomeric regions of all chromosomes. Many

members of the family have a similar archi-

tecture, consisting of a secretion signal at the N

terminus and a low-complexity glutamine- and

proline-rich central domain that may be dif-

ficult for vertebrate immune systems to recog-

nize (12). These genes are polymorphic

between parasite isolates, and specific genes

are absent from certain isolates (13). Each

telomere has a conserved È140-bp sequence

immediately adjacent to the telomeric repeat

(14), and several subtelomeric regions ex-

hibit 70 to 100% sequence similarity (fig.

S1). As in other eukaryotic pathogens, these

features may facilitate interchromosomal

recombination and the generation of anti-

genic diversity.

Proteins in the most rapidly evolving T.

parva protein family, the Tpr (T. parva repeat)

family, contain complex domain structures

reminiscent of a system that has evolved to

generate diversity (15). Unlike the majority of

hypervariable gene families in parasitic proto-

zoa (16), Tpr sequences are not telomere-

associated. This family comprises a tandem

array of highly conserved open reading frames

(ORFs) on chromosome 3, located È570 kbp

from a telomere. The locus, estimated to span

100 kbp, contains at least 28 ORFs, of which

18, ranging in length from 192 to 674 amino

acids, lack methionine codons in the first 50

amino acids (fig. S2). Eleven additional dis-

persed copies of Tpr, also of varying length,

contain a 268–amino acid membrane-associated

helical domain typical of the Tpr family.

Massively parallel signature sequencing (17)

and expressed sequence tags suggest that

some genes in the locus are only transcribed

in the piroplasm stage, whereas at least two

of the dispersed genes are transcribed in the

schizont stage. In common with the var

genes of P. falciparum (18), domains within

the Tpr genes are isolate-specific (19), and

the 3¶ end of Tpr has been used for geno-

typing of T. parva isolates. Tpr proteins have

not yet been detected in piroplasms, and the

function of these proteins remains unknown.

The genome sequence provides a global

view of the metabolic potential of T. parva and

allows a comparative analysis with P. falcipa-

rum metabolism. We predict a reduced func-

tional role for the T. parva apicoplast and a

greater dependence on the host for many

substrates (fig. S3). T. parva lacks many

enzymes in the shikimic acid, porphyrin,

polyamine, and type II fatty acid biosynthetic

pathways, but it retains the ability to produce

isoprenoids via a methyl erythritol phosphate

pathway in the apicoplast. T. parva cannot

salvage purines, its ability to interconvert amino

acids is very limited, and it lacks enzymes that

permit the alternative nonoxidative production

of pentoses and tetroses via the pentose

phosphate pathway. Analysis of predicted trans-

porters revealed fewer transporters of organic

nutrients and inorganic cations than are present

in P. falciparum. However, T. parva has more

adenosine 5¶-triphosphate-binding cassette

(ABC) transporters of unknown substrate spec-

ificity. Another difference is that T. parva

encodes an amino acid–cation symporter that

is not present in P. falciparum (7) or C. parvum

(20). In contrast to P. falciparum, T. parva

encodes trehalose-6-phosphate synthase and

trehalose phosphatase. Trehalose is a di-

saccharide that plays a role in desiccation and

stress tolerance. It may protect the parasite

during its long developmental cycle in the tick.

T. parva genes encode all of the enzymes

necessary for glycolysis, glycerol catabolism,

and the tricarboxylic acid (TCA) cycle. Un-

like P. falciparum, T. parva does not encode

malate dehydrogenase, but this could be

functionally replaced by malate-quinone oxi-

doreductase, an activity also predicted to be

present in P. falciparum. The origin of mito-

chondrial acetyl-coenzyme A (CoA) in both

parasites presents a problem, because P. falcipa-

rum encodes a single pyruvate dehydrogen-

ase that is targeted to the apicoplast (21) and

T. parva does not encode all the subunits of

this enzyme. Both parasites are predicted to

contain cytoplasmic acetyl-CoA synthetase and

a plasma membrane acetyl-CoA–CoA anti-

porter, but how mitochondrial oxidation of

carbon chains is fueled in these two pathogens

remains enigmatic because glycolysis and the

tricarboxylic acid cycle do not appear to be

linked by a classical route (22). Thus, it is not

clear whether the complete TCA cycle is

functional. Nitrogen metabolism differs from

P. falciparum because T. parva lacks glutamate-

ammonia ligase and only contains a nicotin-

amide adenine dinucleotide (NADþ)–dependent

glutamate dehydrogenase, which is usually

associated with glutamate catabolism. This

suggests that imported glutamate could play

a role in supplementing intermediates in the

TCA cycle.

The ionophores valinomycin and gram-

icidin D kill T. parva, suggesting that a

mitochondrial electrochemical gradient is es-

sential for parasite survival (23), but it is not

known whether this is coupled to ATP syn-

thesis. All subunits of the F1 catalytic do-

main of ATP synthase and subunit c of the

F0 domain are present, but genes coding for

subunits a and b of F0 were not found. The

T. parva respiratory complexes are similar to

those described in P. falciparum. Buparvaquone,

a hydroxynapthaquinone drug used in the

chemotherapy of ECF, probably inhibits electron

transport through complex III (23).

The apicoplast is found in most apicom-

plexans and plays an essential role in parasite

metabolism (24). An AþT-rich, È35-kbp api-

coplast genome encoding 30 proteins, rRNAs,

and tRNAs is present in Plasmodium, Toxo-

plasma, and Eimeria, but not in Cryptosporid-

ium (20); the latter lacks an apicoplast. The

39.5-kbp T. parva apicoplast genome differs

from that of P. falciparum in that all of its genes

are transcribed in the same direction. In addi-

tion, it has one rather than two copies of the

rRNA genes, clpC is duplicated, the rpoC2 gene

encoding the bµ subunit of RNA polymerase is

split into two parts, and it lacks the sufB gene

(Fig. 1). Twenty-six of the 44 T. parva apicoplast

genome protein-coding genes share sequence

Table 1. Comparison of T. parva nuclear genome coding characteristics with other sequenced api-
complexans. Gene length excludes introns; gene density calculated as genome size/number of protein-
encoding genes. Source of data for P. falciparum was (7), and, for C. parvum, (20).

Features
Apicomplexan organism

T. parva P. falciparum C. parvum

Size (bp) 8,308,027 22,853,764 9,100,000
Number of chromosomes 4 14
Total GþC content (%) 34.1 19.4 30
Number of protein encoding genes 4035 5268 3807
Number of hypothetical proteins 2498 3208 925
Mean gene length (bp) 1407 2283 1795
Gene density (gene frequency in bp) 2057 4338 2382
Percent coding 68.4 52.6 75.3
Genes with introns (%) 73.6 53.9 5
Exons per gene (median) 4 2
Mean intergenic length (bp) 405 1694 566
GþC content intergenic regions (%) 26.1 13.6 23.9
Number of tRNA genes 47 43 45
Number of 5S rRNA genes 3 3
Number of rRNA units 2 7
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similarity (27 to 61%) with proteins encoded by

the P. falciparum apicoplast genome.

Most apicoplast proteins are encoded by

nuclear genes and imported into the organelle

by means of a bipartite targeting presequence

(24). Comparison of the 345 T. parva (5) and

551 P. falciparum (7) predicted apicoplast-

targeted (AT) proteins revealed similarities and

differences in apicoplast function. The apico-

plasts of Plasmodium and Toxoplasma partic-

ipate in heme biosynthesis and are the sites of

type II fatty acid and isoprenoid biosynthesis.

Apicoplast-derived fatty acids in these par-

asites might contribute to the establishment

and modification of the parasitophorous vacu-

ole membrane (25). It may be notable that both

T. parva and T. annulata, which have only

retained isoprenoid biosynthesis, do not exist

within a parasitophorous vacuole. About 100

AT proteins were found in both species, but

40% of these were hypothetical proteins,

indicating that many core apicoplast functions

have yet to be defined.

Fe-S clusters are required in mitochondria and

plastids for the maturation of apoproteins. Fe-S

cluster formation in the T. parva mitochondrion

appears to be similar to that in yeast and

Plasmodium (26) (table S3). However, of the

sufABCDES genes involved in the assembly of

Fe-S clusters in Arabidopsis thaliana (27) and

P. falciparum plastids (26), only sufS was iden-

tified in T. parva. SufS is a cysteine desulfurase

that requires SufE for catalytic activity. The

parasite T. para genome encodes a plastid-

targeted tRNA thiolation enzyme (MnmA) that

has an additional domain similar both in se-

quence and predicted structure to the sulfur-

binding domain of SufE. Thus, a previously

unknown complex of SufS/MnmA may catalyze

thiolation of tRNA in the T. parva apicoplast.

The T. parva nuclear genome also encodes

an AT protein with homology to NFU1, a scaf-

fold protein for Fe-S cluster assembly in A.

thaliana plastids (28), suggesting that assembly

of Fe-S clusters occurs in the T. parva apico-

plast despite the absence of most Suf proteins.

T. parva and T. annulata exhibit near-

complete synteny across all chromosomes (4).

To examine the extent of conservation of gene

synteny between the evolutionarily distant P.

falciparum and T. parva, we applied an iterative

syntenic block algorithm and Jaccard-filtered

COGs to whole-genome data from P. falciparum

clone 3D7 (7), P. y. yoelii (29), C. parvum (20),

and T. parva. Extensive synteny was found

between P. falciparum and P. y. yoelii but not

between P. falciparum and C. parvum or

between T. parva and C. parvum. A total of

435 microsyntenic regions containing 1279

orthologs were observed between P. falciparum

and T. parva, consisting of groups of 2 to 11

orthologs conserved in position between the two

genomes (Fig. 2). This may be an underestimate

of the degree of microsynteny as it is possible

that, due to its long-term in vitro culture, clone

3D7 may represent an atypical genome. Syntenic

clusters were distributed uniformly along each

chromosome except for the subtelomeric regions,

which contain species-specific gene families.

Fig. 1. Comparison of the apicoplast genomes of T. parva (A) and P.
falciparum (B). A circular contig of the T. parva apicoplast genome was
obtained after assembly of shotgun sequences, but the in vivo conforma-
tion has not been determined. The P. falciparum apicoplast genome is
circular in vivo (30). The genomes are displayed in linear format beginning
with the small subunit rRNA genes. Abbreviations and color coding: light
orange, small (SSU) and large (LSU) subunit rRNAs; magenta, tRNAs [single-

letter amino acid code (31)]; pink, ribosomal proteins (s and l for small and
large subunit ribosomal proteins, respectively) and elongation factor Tu
(tufA); blue, protein import; stippled gray, hypothetical proteins; purple,
transcription; brown, SufB subunit of the SufABCDE Fe-S cluster assembly
complex. The black and red bars indicate a region containing repeats and
short ORFs and another region containing repeats and potential
selenocysteine tRNAs, respectively (5). Scale bar equals 1 kbp.

Fig. 2. Regions of
microsynteny between
T. parva and P. falcip-
arum. Schematic of a
representative P. falcip-
arum chromosome
showing synteny with
three other apicom-
plexan species. Top
row, P. falciparum
chromosome 14 pro-
teins. Second row, P. y.
yoelii orthologs from P. y. yoelii chromosomes 6, 10, and 13. Third row, T. parva orthologs from T. parva chromosomes 1, 2, 3, and 4. Fourth row, C. parvum
orthologs from C. parvum chromosomes 6 and 8.
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The genome sequence of T. parva shows

remarkable differences from the other apicom-

plexan genomes sequenced to date. It provides

significant improvements in our understanding

of the metabolic capabilities of T. parva and a

foundation for studying parasite-induced host

cell transformation and constitutes a critical

knowledge base for a pathogen of significance

to agriculture in Africa. Mining of sequence

data has already proved useful in the search for

candidate vaccine antigens (3).
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Long-Term Monitoring of Bacteria
Undergoing Programmed Population

Control in a Microchemostat
Frederick K. Balagaddé,1*. Lingchong You,2.- Carl L. Hansen,1`

Frances H. Arnold,2 Stephen R. Quake1*¬

Using an active approach to preventing biofilm formation, we implemented a
microfluidic bioreactor that enables long-term culture and monitoring of extremely
small populations of bacteria with single-cell resolution. We used this device to
observe the dynamics of Escherichia coli carrying a synthetic ‘‘population control’’
circuit that regulates cell density through a feedback mechanism based on quorum
sensing. The microfluidic bioreactor enabled long-term monitoring of unnatural
behavior programmed by the synthetic circuit, which included sustained oscilla-
tions in cell density and associated morphological changes, over hundreds of hours.

By continually substituting a fraction of a

bacterial culture with sterile nutrients, the

chemostat (1, 2) presents a near-constant en-

vironment that is ideal for controlled studies of

microbes and microbial communities (3–6).

The considerable challenges of maintaining

and operating continuous bioreactors, includ-

ing the requirement for large quantities of

growth media and reagents, have pushed the

move toward miniaturization and chip-based

control (7–10), although efforts have been

limited to batch-format operation. Microbial

biofilms, which exist in virtually all nutrient-

sufficient ecosystems (11), interfere with

continuous bioreactor operation (12). Pheno-

typically distinct from their planktonic coun-

terparts (11), biofilm cells shed their progeny

into the bulk culture and create mixed cultures.

At high dilution rates, the biofilm, which is not

subject to wash-out, supplies most of the bulk-

culture cells (13). The increase in surface area-to-

volume ratio as the working volume is decreased

aggravates these wall-growth effects (13).

We created a chip-based bioreactor that

uses microfluidic plumbing networks to ac-

tively prevent biofilm formation. This device

allows semicontinuous, planktonic growth in

six independent 16-nanoliter reactors with no

observable wall growth (Fig. 1A). The cultures

can be monitored in situ by optical microscopy

to provide automated, real-time, noninvasive

measurement of cell density and morphology

with single-cell resolution.

Each reactor, or Bmicrochemostat,[ con-

sists of a growth chamber, which is a fluidic

loop 10 mm high, 140 mm wide, and 11.5 mm

in circumference, with an integrated peristaltic

pump and a series of micromechanical valves

to add medium, remove waste, and recover

cells (Fig. 1B). The growth loop is itself

composed of 16 individually addressable seg-

ments. The microchemostat is operated in one

of two alternating states: (i) continuous circu-

lation, and (ii) cleaning and dilution. During

continuous circulation, the peristaltic pump

moves the microculture around the growth

loop at a linear velocity of È250 mm sj1 (Fig.

1C). During cleaning and dilution, the mixing

is halted and a segment is isolated from the

rest of the reactor with micromechanical

valves. A lysis buffer is flushed through the

isolated segment for 50 s to expel the cells it

contains, including any wall-adhering cells

(Fig. 1D). Next, the segment is flushed with

sterile growth medium to completely rinse out

the lysis buffer. This segment, filled with sterile

medium, is then reunited with the rest of the

growth chamber, at which point continuous

circulation resumes. This process is repeated

sequentially on different growth chamber seg-

ments, thus eliminating biofilm formation and

enabling pseudocontinuous operation. In com-

parison, passive treatment of the microfluidic

surfaces with nonadhesive surface coatings

Esuch as poly (ethylene glycol), ethylenediami-

netetraacetic acid, polyoxyethylene sorbitan

monolaurate, and bovine serum albumin^
proved ineffective in preventing biofilm forma-
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